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Abstract: Zhao, Liu, & Deng (2013) reviewed 22 inter-coder reliability indices, and found that each makes unrealistic 

assumption(s) about coder behavior, leading to paradoxes and abnormalities. Krippendorff’s α makes more of such 

assumptions, consequently produces more paradoxes and abnormalities than any other index.  

Professor Krippendorff (2013) countered that “most of the authors’ discoveries are the artifacts of being led astray 

by strange, almost conspiratorial uses of language.” The commentary reiterated Krippendorff’s long-standing position 

that Krippendorff’s α is the standard reliability measure, and is the only index qualified to serve the function (Hayes 

& Krippendorff, 2007; Krippendorff, 2004b, 2016). 

This paper continues this dialogue. We offer a review of literature to show that the scientific community, including 

Krippendorff, has defined intercoder reliability as intercoder agreement, and Krippendorff’s α, like all its main 

competitors, was designed and declared to measure intercoder agreement. Now that evidences are mounting that α, 

like Scott’s π and Cohen’s κ, does not accurately measure intercoder agreement, Krippendorff chose to redefine 

intercoder reliability and, furthermore, redefine information, variation, sensitivity, and specificity.   

By redefining reliability, we argue, Prof. Krippendorff has redefined the function of Krippendorff’s α, thereby 

disqualified α as an indicator of intercoder agreement. The search for a better index of intercoder agreement aka 

intercoder reliability should continue.  

We, however, also note a spiral of inertia in science communication in general, and reliability research in 

particular. The powerful spiral, we argue, should not forever keep up the appearances for α, π or κ. 

 

[Xinshu Zhao, Guangchao Charles Feng, Jun S. Liu and Ke Deng (2018). We Agreed to Measure Agreement –

Redefining Reliability De-justifies Krippendorff’s Alpha.  China Media Research, 14(2):1-15 
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Cohen’s kappa, Scott’s pi, Krippendorff’s alpha, multi-signification, multi-concepts, multi-signified, multi-signs, 

multi-signifiers, sensitivity, specificity, mechanical information, human information, aggregate estimation, individual 

classification, individual prediction. 

 

More than a century after Benini (1901) documented 

percent agreement (ao) and introduced β, two of the 

earliest known indices of intercoder reliability, new 

indices continue to emerge (e.g. Cousineau & 

Laurencelle, 2016; Kirilenko & Stepchenkova, 2016), 

and reliability experts continue to debate whether any 

indices are legitimate, or which ones are more legitimate 

(Conger, 2016; Feng, 2015; Feng & Zhao, 2016; Flight 

& Julious, 2015; Grant, Button, & Snook, 2017; Lombard, 

Snyder-Duch, & Bracken, 2002, 2004; Krippendorff, 

2004b, 2016; Shankar & Bangdiwala, 2014; Xu & Lorber, 

2014). 

Scores of indices are available. Popping (1988) 

identified no less than 39. We analyzed the behavioral 

assumptions of 23 (Zhao et al, 2012, 2013). Grant et al. 

(2017) simulated the performance of five.  Most indices 

were advertised as the index, yet they are often drastically 

different from each other.  While Cohen's κ (1960) has 

been by far the most popular chance-adjusted index 

across disciplines, it is also the most often debated, due 

to the numerous paradoxes and abnormalities that it 

produces (Bakeman, 2000; Bloch & Kraemer, 1989; 

Brennan & Prediger, 1981; Dewey, 1983; Feinstein & 

Cicchetti, 1990a, 1990b; Feuerman & Miller, 2008; 

Grove, Andreasen, McDonald-Scott, Keller, & Shapiro, 

1981; Gwet, 2008, 2010;  Kraemer, 1979; Kraemer & 

Bloch, 1988; Kraemer, Periyakoil, & Noda, 2002; 

Lombard et al., 2002; Perreault & Leigh, 1989; Roberts, 

2008; Uebersax, 1987, 2009, Vach, 2005; Williamson, 

Lipsitz, & Amita K. Manatunga, 2000; Wongpakaran et 

al., 2013; Zhao, 2011a; Zhao et al., 2013). But every 

other index has its own advocate(s) and critic(s) (Zhao, 

2011b; Zhao et al., 2013). 

Some found that the root problem is the indices’ 

assumptions of whimsical coder behaviors. After 

examining 22 indices, Zhao et al. (2013) reported that 

each index makes at least one such assumption(s); 

Krippendorff’s α makes more of such assumptions, 

consequently produces more paradoxes and 

abnormalities than any other index. By contrast, the 

supposedly primitive and flawed percent agreement 

makes fewer and less whimsical assumptions, and 
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produces fewer paradoxes. Zhao et al. (2013) called for 

better indices based on more realistic assumptions.  

To avoid the indices’ most severe symptoms, Zhao 

et al. (2013, Table 19.13) recommended different indices 

for different situations. The approach, referred to as the 

best available for a situation (BAFS), is intended to help 

until a better index becomes available.  

To counter, Krippendorff (2013, p. 481, parenthesis 

added) stated “most of the authors’ (Zhao et al., 2013) 

discoveries are the artifacts of being led astray by strange, 

almost conspiratorial uses of language.” Krippendorff 

accordingly maintained his longstanding position that 

Krippendorff’s α is the only index qualified to serve as 

the standard indicator of intercoder reliability.   

The disagreements are not just about numbers or 

formulas, but more about functions that reliability plays 

in scientific enquiry. For practical purposes it boils down 

to two questions: 

1) Do we need better indices? Some say yes, 

because all indices examined so far show deficiencies. 

Krippendorff says no, because α is superb and perfect.  

2) Should we use α, and only α, in all situations (α-

only) or the Best Available for a Situation (BAFS)? Zhao 

et al. (2013) recommended BAFS, because different 

indices have shown different strengths and weaknesses in 

different situations. Krippendorff  (Hayes &  Krippendorff, 

2007; Krippendorff, 2011; Krippendorff, 2012, 2013, 

2016) recommended α only, because it is the only one 

that’s perfect in all situations. 

We agree with Krippendorff that all other 21 indices 

have deficiencies. So the two questions become one: is α 

perfect? 

This article provides a non-mathematical analysis 

of Krippendorff’s defenses of α. The defenses, we will 

show, implies a concession by Krippendorff that α does 

not measure intercoder agreement, which α was 

originally designed and declared to measure  

(Krippendorff, 1970a, 1970b, 1980, 2011b); instead, α 

measures a mixture of several concepts (Krippendorff, 

2011a, 2013, 2016).  

We will note that, in all disciplines, the defined 

mission or stated function of intercoder reliability is to 

estimate true agreement. For over four decades 

Krippendorff had been a prominent part of this 

agreement on agreement. We will show that, since κ was 

found to fail the mission, Krippendorff (2011, 2013) has 

redefined the mission by (1) redefining reliability as 

information and (2) redefining information as even 

distribution, smaller sample, larger variation, and higher 

sensitivity/specificity. The redefinitions have one 

function, which is to explain away the paradoxes and 

abnormalities, so that α continues to appear perfect.  

We will argue that the redefinitions should not and 

probably will not forever keep up α’s appearances. We 

will call for better indices based on more realistic 

assumptions.  

 

1. Intercoder Reliability = Intercoder Agreement  

 

This section shows that Krippendorff redefined 

reliability as information, and redefined information as 

statistical variation, to make α appear useful. 

 Reliability has always been defined as consistency. 

The Marketing Accountability Standards Board, for 

example, endorsed a Wikipedia definition: “Reliability 

in statistics and psychometrics is the overall consistency 

of a measure. A measure is said to have a high reliability 

if it produces similar results under consistent conditions.”  

(“Reliability (Statistics),” 2017) 

Inter-measure reliability, often gauged by 

Cronbach's alpha (1951), is consistency between 

measures. Test-retest reliability is consistency between 

repeated tests. Intercoder reliability is consistency 

between coders. The latter two are typically measured by 

agreement indices, so much so that inter-rater reliability 

and inter-rater agreement are seen as synonyms (Saal, 

Downey, & Lahey, 1980). Notable exceptions include 

Tinsley & Weiss (1975, 2000), who used correlation as 

the indicator of reliability, and Neuendorf (2002), who 

considered agreement and covariation as two indicators 

of reliability. As correlation and covariation are still 

among the broader consistency concepts, these views do 

not contradict the general consensus that reliability 

means consistency. 

The near consensus on the sign-concept relationship 

existed from early on. While Cohen’s κ has been by far 

the most popular index of intercoder reliability across 

disciplines, Cohen (1960, 1968) himself consistently 

called it a “coefficient of agreement.”  Popping (1988), 

who reviewed 39 reliability indices, called them 

“agreement indices” in the title.  Gwet (2010), Maxwell 

(1977) and Rogot & Goldberg (1966) also labeled theirs 

“agreement” indices in the titles of their book and articles.  

For more than four decades, Krippendorff was a 

prominent part of this near consensus. He labeled α an 

“agreement coefficient” in the title of the article that 

introduced α (Krippendorff, 1970a). In the opening 

paragraph of another article, Krippendorff (1970b, p. 61, 

emphasis by Krippendorff) stated “the reliability of a 

population of data must be estimated from the agreement 

among many observers regarding a sample.” 

Krippendorff (e.g. 2004b, p. 415) opposed, time and 

again, defining intercoder reliability as association, 

correlation or anything else other than agreement. Up to 

quite recently, Krippendorff continued to define α as “a 

reliability coefficient developed to measure the 

agreement ...” (Krippendorff, 2011b, p. 1). 

It was against this backdrop that α, π and κ’s 

paradoxes and abnormalities appeared so troublesome to 

so many, including the high-agreement-low-index  

phenomenon (Abnormality 10 for α, π & κ, Zhao et al., 

2013; also see Feinstein & Cicchetti, 1990a; Feinstein & 
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Cicchetti, 1990b; Grove et al., 1981; Lombard et al., 2002; 

Spitznagel & Helzer, 1985). If reliability measures 

agreement, how could the trio deviate so drastically from 

agreement? Zhao et al. (2013) showed that α shares most 

of π and κ’s troublesome assumptions, paradoxes, and 

abnormalities, then adds more of its own. 

In response, Krippendorff (2013, pp. 482-484) 

emphasized the difference between reliability and 

agreement, and criticized the “one-to-one” relationship 

between the two. Reliability is no longer consistency, and 

intercoder reliability is no longer agreement. So what is 

reliability now, according to Krippendorff? 

Recall that π, κ and α are significantly affected by 

distribution skew. Higher skews produce lower indices, 

and the highest skews produce undefined indices. With 

identical agreement rates, a skewer distribution can make 

the three indices’ chance estimates hundreds or even tens 

of thousands times higher than a more even distribution. 

Zhao et al. (2013) reported that some of the paradoxes 

and abnormalities happen because π, κ and α are 

systematically and negatively affected by skew, and the 

linkage is caused by unrealistic assumptions, including 

maximum randomness and predetermined quota.      

To deny that α is based on these assumptions, 

Krippendorff needs a more friendly explanation for the 

negative skew-α correlation. On a nominal scale, skew is 

statistically linked with variance/variation – higher skews 

produce smaller variances, and the highest skew 

produces zero variance. So if one can justify reliability 

being positively affected by variance/variation, he can 

justify the index being negatively affected by skew.  

Larger variance or variation, however, does not 

indicate higher reliability. On the contrary, common 

sense and classic theories associate larger variance with 

larger error, therefore lower reliability. For example, 

everything else being equal, a larger variance would lead 

to smaller correlation (Cohen, 1988, 1992), lower Alpha 

(Cronbach, 1951), and lower probability for statistical 

significance (Cohen, 1988, 1992).  

To avoid directly and overtly contradicting common 

sense and well established theories, Krippendorff (2011a; 

2013, pp. 484-485, 493) inserted (more) information 

between (larger) variation and (higher) reliability, 

asserting that a larger variation provides more 

information, which means higher reliability, creating a 

chain of conceptual equations: (lower) skew ≈ (larger) 

variation ≈ (more) information ≈ (higher) reliability, 

where each “≈” represents a redefinition. The objective is 

to redefine (higher) reliability as (lower) skew, aka (more 

even) distribution. 

Unfortunately for Krippendorff, two of the three 

redefinitions fail. First, reliability may not be defined as 

information, although both are desirable. Research is to 

create knowledge, which is to provide information. The 

knowledge needs to be reliable, so it may be valid. 

Therefore, knowledge/information and validity 

/reliability are different concepts playing different roles. 

Information is a goal of research; reliability is a quality 

of the instrument employed to achieve the goal. Ends 

should not be confused with means.  

Conceptually equating information with reliability 

brings troublesome questions. If more information is 

considered more reliable, can coders improve reliability 

by adding more variables and more data, which would 

increase information? If a reviewer asks for vital 

information about a variable that the researcher failed to 

preserve, can the researcher somehow produce a higher 

reliability and argue it is equivalent to more information? 

Our answers are no, and no. Reliability and information 

are distinct concepts. One cannot replace the other. We 

should not equate the two just to justify α. 

Second, for human communication, information 

may not be defined in terms of variance, variation or any 

other purely statistical characteristics, even though 

computer engineers often do so for their needs. 

Engineers and computer scientists use bit, a physical 

characteristic of a disk, cable, or transmitter, to  quantify 

information (Hartley, 1928; Kolmogorov, 1968; Shannon, 

1948). They can do so legitimately because they do not 

have to consider the content and context of human 

messages.  

Communication researchers and other social 

scientists, however, must consider content and context. 

Compare two computer files, one occupying 40 kb 

(thousands bits), the other 4 kb. Does the former 

contain nine times more information? For computer 

engineers, probably yes; for social scientists and 

especially communication researchers, probably no. 

Depending on the content in the files and their 

meanings to a reader(s), either file could contain more 

information. The bits tell us little, if anything. The 

same is true for variance or variation. 

Compare two sentences from news: “Santorum and 

Romney are tied at 25%” (Condon, 2012) and “Romney 

edges Santorum by 8 Votes” (Khan, Friedman, & 

Shushannah, 2012). While one sentence reports a more 

even distribution, entailing a larger statistical variance / 

variation, one does not necessarily carry more 

information for readers, politicians, journalists, or others. 

In human communication, a receiver’s mind set is 

also important. For someone who knew nothing and 

cared nothing about American politics, or someone who 

had already known the news, the two stories carried no 

information. The stories were informative only for those 

who cared but did not know. Krinppendorff’s 

information ignores such human contexts.  

There are two concepts of information. One is 

mechanical information, which is universally 

quantifiable by bits, entropy, variance, variation or other 

physical or mathematical patterns without referring to 

human context. The other is human information, which 

can only be assessed within particular contexts. 
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Even if we accept the variation ≈ information ≈ 

reliability chain of redefinitions, it can at best avert a 

couple best-known paradoxes or abnormalities, such as 

Abnormalities 10 and 11, but not the others, such as 

Abnormalities 12, 14 & 15 (all described in Zhao et al., 

2013). In the latter three, π, κ and α changed radically 

while agreement and Krippendorff-defined information 

both changed little. Had α truly measured information, it 

should have at least co-varied with Krippendorff-defined 

information. The three indices were originally designed 

to measure agreement, not distribution or information. 

Each index was designed incorrectly because of 

unrealistic assumptions. Consequently each measures 

partially agreement, partially distribution skew, and 

partially something else. 

 

2.  Reliability ≠ Sensitivity 

& Reliability ≠ Specificity 

 

This section shows that Krippendorff redefined 

reliability as sensitivity, to make α appear useful. 

Krippendorff (2013, pp. 484-485) wrote: 

 

Let us use the authors’ (Zhao et al., 2013) 

numerical example: Suppose two separate 

doctors administer the test to the same 1,000 

individuals. Suppose each doctor finds one in 

1,000 to have the disease and they agree in 998 

cases on the outcome of the test. The authors 

note that Cohen’s (1960) κ, Scott’s (1955) π, and 

Krippendorff’s α (1980, 2004a, 2012) are all 

below zero (-.001 or -.0005). They … proclaim 

that chance-adjusted indices entail the paradox 

(their abnormality 10) of “high agreement but 

low reliability” as sure proof of the inadequacy 

of these coefficients. ... I contend that a test 

which produces 99.8% negatives, 2% 

disagreements and not a single case of an 

agreement on the presence of the disease is 

totally unreliable indeed. Nobody in her right 

mind should trust a doctor who would treat 

patients based on such test results. The inference 

of zero reliability is perfectly justifiable. The 

paradox of “high agreement but low reliability” 

does not characterize any of the reliability 

indices cited but resides entirely in the authors’ 

conceptual limitations. 

 

This medical example, however, was not authored 

by us (Zhao et al., 2013).  Our example was a content 

analysis of 1,000 magazine advertisements (Zhao et al., 

2013, p. 454). Why did Krippendorff replace our 

example and critique his own example as if it was ours? 

A communication scholar, critiquing another 

communication scholar’s communication example in a 

communication journal for a communication audience, 

replaced the communication example with a medical 

example. Why?  What’s to be gained from this strawman? 

Individual precision is more important for medical 

diagnoses than communication studies. Suppose a 

procedure finds 55% people having a disease, with 9% of 

the patients and 11% of the non-patients misdiagnosed. 

As the two types of misdiagnoses offset each other, the 

55% aggregate estimate is accurate. But the errors do not 

offset for individuals. Given that more than 16% of the 

patients were not treated and more than 24% of the non-

patients were treated, the diagnostic procedure is 

inadequate despite the aggregate accuracy. 

In contrast, when communication researchers found 

55% TV programs featuring romantic scenes, they did 

not estimate false alarms or false negatives, because their 

aim was to estimate overall distribution, not to classify 

individual programs (Brown et al. 2013).  

The differences in foci are understandable – 

assuming accurate aggregate estimation, misclassifying  

individual contents are often non-consequential, while 

misdiagnosing patients can be detrimental. Furthermore, 

misdiagnoses of different directions can have different 

consequences. Failing to diagnose a SARS patient may 

cause a pandemic, while misdiagnosing a healthy person 

would mean just a few days of unnecessary hospital stay. 

Conversely, there may be situations where false alarms 

entail life-threatening operations and unnecessary loss of 

organs, while failed detections mean only delayed 

treatment without long term harm.  

Therefore, medical researchers differentiate 

sensitivity, the accuracy in detecting a disease, from 

specificity, the accuracy in deciding the absence of a 

disease (Altman & Bland, 1994). In other words, a higher 

sensitivity reduces false negatives, while a higher 

specificity reduces false positives. Besides validity, 

therefore, a diagnostic instrument’s quality is assessed by 

three indicators, reliability, sensitivity, and specificity  

(Altman & Bland, 1994; Feng, 2013) .     

In contrast, due to our emphasis on aggregate 

accuracy, communication researchers have rarely 

differentiated types of misclassifications. Sensitivity or 

specificity is rarely mentioned in communication studies 

or classes, while reliability is taught regularly. 

Krippendorff focused on the two cases of possible 

disease while ignoring the 998 cases of agreed non-

disease, placing more weight on sensitivity than 

specificity, in effect redefining α as a sensitivity measure. 

We call this a sensitivity defense. Medical researchers 

have used the sensitivity defense to explain the 

phenomenon of “high agreement, low κ” (Hoehler, 2000; 

Kraemer & Bloch, 1988; Shrout, Spitzer, & Fleiss, 1987). 

Later, π and α were found to produce the same 

phenomenon, “high agreement, low π and α” (Lombard 

et al., 2002; Zhao, 2011b). Zhao et al.’s (2013) 

communication example illustrated that the root cause 

was the indices’ maximum randomness and quota 
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assumptions. To refute these explanations, Krippendorff 

(2013) was to evoke the sensitivity defense.  

But Krippendorff faced an obstacle. He was to 

critique a communication example, where different 

misclassifications appear equally bad. The sensitivity 

defense would appear appealing only when false 

negatives are far more detrimental than false alarms, 

making sensitivity far more important than specificity, 

which is often the case in medical studies. So the 

communication example was switched quietly to a 

medical example. Strawman stood. Obstacle removed. 

Sensitivity defense launched.  

Krippendorff had another obstacle. There were far 

more positive cases in Zhao et al.'s (2013, p.454) example, 

while the sensitivity defense would appear appealing 

only when positive cases are rare. So Krippendorff made 

sure there were few positive cases when he reconstructed 

the target of his criticism. 

Even for medical studies, however, sensitivity 

defense does not really justify κ, π or α as consistent 

reliability indicators. The indices were designed to 

measure intercoder/interrater reliability, which assume 

equal weight for a false positive and a false negative, 

hence equal importance for sensitivity and specificity. 

Krippendorff’s arguments may at best reclassify the trio 

as makeshift sensitivity indices in these limited situations, 

beyond which the trio’s behaviors are shifty. They 

approximate sensitivity measures when positive cases are 

rare and sensitivity is far more important; they 

approximate specificity measures when negative cases 

are rare and specificity is far more important (Hoehler, 

2000). They covary with distribution skew when 

sensitivity and specificity are fixed while distribution 

varies; they covary with agreement rates when 

distribution is fixed and approximately even (cf., Vach, 

2005).    

Reliability has been defined as consistency 

(“Reliability (Statistics),” 2017). It is ironic that π, κ and 

α, the most consistently respected indices of consistency, 

are consistently inconsistent. The inconsistent behavior 

is, again, due to the indices’ unrealistic assumptions of 

coder behavior, as outlined by Zhao (2011a, 2011b) and 

Zhao et al. (2013).  

Medical researchers would be better served with 

three families of indices respectively for reliability, 

sensitivity, and specificity, and π, κ and α might play 

useful roles after rethinking and remaking. As they are 

now, however, researchers should be highly cautious, 

especially in high-risk medical research. But the long-

term solution is to develop indices based on more 

realistic assumptions. 

 

3. Smaller Sample ≠ More Information 

& Smaller Sample ≠ Higher Reliability 

 

This section shows that Krippendorff redefined more 

information as smaller sample, to make a unique defect 

of α look like a unique virtue. Krippendorff (2013, p. 492) 

wrote: 

 

They (Zhao et al., 2013) consider it 

counterintuitive that under conditions of a 

constant ao, α becomes larger when sample sizes 

become smaller. I am suggesting that this 

intuition is due to the confusion, discussed in the 

authors’ first conceptual problem, of the role of 

the amount of information (variation and sample 

size) and of the agreement coefficients involved, 

and moreover, not recognizing what π and α 

differentially count as chance agreement. 

 

What Zhao et al. (2013, p.450, emphasis added) said 

was “everything else being equal, a smaller sample 

produces a smaller ac, hence a higher α.” “Everything 

else” includes true reliability and measurement quality in 

general. Krippendorff in effect further redefined 

reliability, information, and sample size: everything else 

being equal, smaller samples have more information, 

hence are more reliable. If one is skeptical about this 

extraordinary assertion, he or she has “confusion” and 

“conceptual problem” (Krippendorff, 2013; p. 486, 492).  

That a larger sample contains more information than 

a smaller sample, everything else being equal, is a basic 

principle behind many procedures of scientific sampling 

and data analysis. Krippendorff turned the principle 

upside down in the effort to make α different from π. By 

the time this uncanny feature was discovered, it was 

probably too late and too difficult to remove it from α. 

Krippendorff chose to defend the feature by redefining 

the fundamental concepts. Is α so precious, that we must 

reject or reverse every principle and every common sense 

in its way? 

Let’s explain again why sample size affects α but not 

π, and why smaller samples lead to higher α. Both indices 

assume that coders code randomly when marble colors 

match, and code honestly when colors mismatch. But π 

assumes drawing with replacement, while α assumes no 

replacement. With no replacement, more marbles 

produce more color matches. For example, two coders 

draw once from two marbles, one black and one white. 

The second coder has 0% chance matching the color of 

the first. Drawing once from four marbles, again half 

black and half white, the second coder has a 33.33% 

chance matching that of the first. Ten marbles would 

increase the chance to 44.44%, and 1,000 marbles would 

increase it to slightly lower than 50%. As α assumes the 

number of marbles is linked to the target sample 

(Equation 16, Zhao et al., 2013), a larger target sample 

means more marbles, more color matches, therefore more 

random coding and more chance agreement, leading to a 

lower α. 
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If the drawing is with replacement like π assumes, 

sample size does not affect the probability of color match. 

For example, two coders draw once from two marbles, 

one black and one white. Because the marble is replaced 

after each drawing, the second coder has 50% chance 

matching the color of the first coder. Drawing from 4, 10 

or 1,000 marbles would produce the same probability. 

The size of target sample or marble population does not 

affect the π-estimated random coding or chance 

agreement, hence does not affect π. 

Assuming replacement or no replacement is the only 

difference between Scott’s π and Krippendorff’s α with 

categorical scales and two coders. The difference in 

probabilities is the largest when the sample is the smallest 

(N=2). As the sample gets larger, α approaches π. When 

the sample is over 100, α and π are almost the same for 

most of the practical purposes.  

So, everything else being equal, α defines smaller 

sample as more information, therefore higher reliability, 

while π assumes sample size unrelated to reliability or 

information. Now that we are reminded this is the only 

difference between the two indices for nominal scales 

with two coders, we need to revise Zhao et al.'s  (2013) 

recommendation to sometimes use α. Researchers should 

almost never use α. Where Zhao et al. (2013) 

recommended α, researchers should use its better twin π, 

unless the coders’ behavior follows the highly restrictive 

Krippendorff Scenario and the data are too precious to 

discard. 

 

4. Target Invariance ≠ Instrument Invariability 

 

This section shows that Krippendorff confused 

target variation with instrument variability, to make a 

defect of α look like the defect of the coding instrument 

Krippendorff’s α, like π, κ and their equivalents, 

cannot be calculated when only one category is used 

(Zhao et al., 2013, Abnormality 11). To defend α, 

Krippendorff (2013) provided an example (p. 483-484):   

 

Fire extinguishers tend to have a pressure 

gauge. Usually the pointer on the dial does not 

change. Their owners have no ability to vary the 

gauge and therefore no clue whether it indicates 

hydrostatic pressure or is stuck and dysfunctional. 

Therefore, by law, fire extinguishers need to be 

checked by professionals who can de- and re-

pressurize the extinguisher. Without demonstrable 

variability, there is no evidence of the reliability 

of the gauge. 

Here Krippendorff confused target variation with 

instrument variability. With the distinction understood, 

Krippendorff’s example further illustrates π, κ and α‘s 

deficiencies. Suppose a gauge responds properly to de- 

and re-pressurization, it is not stuck, and the professional 

should report that the gauge is functional. Indices of 

intercoder reliability should behave like this professional. 

Some indices do. But κ, π and α don’t. 

Zhao et al. (2013, pp. 454-455) provided an  example 

showing that, when both coders found Surgeon General’s 

Warnings in all 1,000 (or any other number of) cigarette 

advertisements, α, κ and π were incalculable. 

Krippendorff (2013) blamed the no report on instrument 

invariability – the coders were incapable of reporting “no” 

when advertisements fail to display the Warning. By 

shifting the blame, Krippendorff (2013) avoided 

responding to the real criticism. That is, α, κ and π are 

incalculable when both of the following are true: 1) the 

coding target is invariant, e.g., every advertisement 

displays the Warning, and 2) the coding instrument is 

capable of varying but stay invariant with the invariant 

target, e.g., both coders report yes every time, not 

because they are unable to say no, but because the 

Warning is in every advertisement.  

The three indices are like professionals you hired to 

test your gauge, but refused to report whether the gauge 

works. When you complained, they gave you a 

sophisticated discussion about “need for information” 

and “demonstrable variability,” to convince you that you 

should not have asked for a report. You compared notes 

with your neighbors and found that these professionals 

are actually incapable of producing a report until fire 

flares. Don’t hire them again. 

A coder’s coding should vary when the target of the 

measurement varies, and not vary when the target does 

not. When two coders do so consistently, an index should 

find the coding instrument reliable, including when the 

coders’ coding stays invariant in accordance with its 

invariant target. Indices α, κ and π are incapable of giving 

a report in the last situation, including when the 

instrument is confirmed capable of varying.  

A reader may do a simple experiment. Find a coding 

partner. Look at any 10 people to see if each has a third 

eye. Suppose neither of you finds any, producing 100% 

agreement. Calculate π, κ and α, and you will find them 

incalculable. What’s wrong? The Krippendorff logic 

would blame the invariable instrument – you the coders 

are incapable of seeing the extra eyes, which amounts to 

another sensitivity defense. Somebody must grow a third 

eye or your research is worse than unreliable. We, by 

contrast, blame unreliable indices – π, κ and α are 

incapable of seeing the perfect agreement on the absence 

of extra eyes. Who is right? You decide. 

Now do the opposite: Look for noses in the 10 faces. 

If each of you finds a nose in every face, π, κ and α are 

again incalculable. The Krippendorff Logic would again 

blame instrument invariability, but this time through 

specificity defense, accusing you the coders being 

incapable of seeing the absence of noses. Somebody must 

lose a nose or your coding is beyond bad. If you are 

confident of the coders’ ability to decide the presence or 
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absence of human noses, you should be skeptical of π, κ 

and α’s ability to measure reliability.  

The blame is not on the coders or their instruments’ 

invariability. The blame is on the indices’ unrealistic 

assumptions about coder behaviors (Zhao et al., 2013).  

Indeed, only the indices’ behavioral assumptions can 

properly explain the indices’ incalculability. Indices π, κ 

and α assume coders draw marbles, and marbles’ color 

distribution equals target distribution. Reliability is 

calculated only for honest coding, which occurs only 

when the colors mismatch. Invariant target implies a 

single marble color, therefore no color mismatch, no 

honest coding, and no calculable π, κ or α. 

Krippendorff (2013, p. 484) offered a second 

example of a thermometer. Readers may take the 

example to further illustrate π, κ and α’ deficiencies. 

Remember to assume 1) target invariance, i.e., the target 

temperature stays invariant; 2) instrument variability, i.e., 

the thermometer is capable of varying with temperature. 

 

5. Maximum Random Assumptions ≠ Metaphors 

 

This section shows that Krippendorff re-

characterized a key assumption of α as a metaphor, so 

that the assumption appears beyond analysis, evaluation, 

or criticism. 

Krippendorff (2013, p. 487) wrote: “I consider all 

assumptions and paradoxes based on the metaphorical 

scenarios that the authors (Zhao et al., 2013) have 

constructed to be flawed.” And (p. 492) “the authors’ 

references to ‘randomness,’ ‘random guessing,’ ‘random 

coding,’ ‘randomly drawing marbles from an urn,’ are 

completely metaphorical, unrelated to how ac is obtained 

in fact, ….”  

Numerous authors including Krippendorff discussed 

“flipping a … coin” or “throwing dice” (e.g., Goodman 

& Kruskal, 1954, p. 757; Krippendorff, 2004a, p.114, 

226; Krippendorff, 2004b, p. 413; Riffe, Lacy, & Fico, 

1998, p. 129, 130). Klebanov & Beigman (2009, p. 496) 

made it explicit, stating “the main assumption is that … 

annotators … (sometimes) flip a coin.” Preemptively, 

Zhao et al., (2013) clarified (p. 425, emphasis added): 

 

We will use “marble” to refer to any 

physical or virtual element of equal probability, 

“urn” to refer to a real or conceptual collection 

of the elements, and “drawing” to refer to a 

behavioral or mental process of randomly 

selecting from the elements. 

While the indices do not necessarily assume physical 

coins, dice, marbles, or urns, they assume the coders 

maximize random coding using equivalent devices, 

physical, mental, electronic, virtual, or of other forms, 

following the procedures that Zhao et al. (2013) detailed. 

These procedures are not metaphors. 

Following the procedures, each index equates 

something in the coding scheme or target sample with 

something in the marbles, namely “a population of real 

or conceptual collection of random elements.” The 

category-based indices equate the number of categories 

in the coding scheme with the number of (real or virtual) 

marble colors, leading to the category-related paradoxes. 

Distribution-based indices equate distribution in the 

target sample with (real or virtual) marble distribution, 

leading to distribution-related paradoxes. In the real 

world, marbles, whether real or virtual, are rarely linked 

with research targets or coding schemes. The discrepancy 

between the assumptions and the reality is the culprit. 

Estimating and removing random agreements have 

been the central concern of all chance-adjusted indices, 

including Krippendorff’s α. By calling randomness and 

random coding (not just coins, dice, marbles or urns) 

“completely metaphorical” and categorically denying 

their role in the indices, Krippendorff was to make α 

untouchable, i.e., beyond serious analysis.  

This action, however, also ripped the heart out of α 

and the other indices. While labeling the description and 

justification of the random drawing procedure 

“completely metaphorical,” Krippendorff did not offer 

any alternative description or justification for the 

procedures. Now, at least for α, this core assumption is 

described and justified solely by a so called “metaphor.” 

Yet the prescribed procedure is deemed beyond analysis, 

evaluation, or criticism, because it is only a metaphor.   

Readers can decide for themselves whether the 

indices indeed assume what Zhao et al. (2013) said they 

assume. Take the example of α. Examine the 

Krippendorff Scenario on p. 451 of Zhao et al. (2013). 

Do a math exercise: Produce an equation to calculate ac 

based on this scenario. If needed, find help from a high 

school student good at math. Assuming no derivation 

errors, if the resulted formula is equivalent to Eq. 15 in p. 

445, the Scenario does describe the assumptions behind 

α and the description is not just a metaphor. If 

substantively different, the Scenario describes something 

else, possibly just a metaphor. 

And we invite Prof. Krippendorff to do the same: 

produce an equation mathematically consistent with the 

Krippendorff Scenario but inconsistent with  

Krippendorff’s α, so as to convince the skeptics that the 

Krippendorff Scenario alleged by Zhao et al., (2013)  

does not represent the coder behaviors assumed by α, and 

α is indeed flawless. 

 

6. Stable Sign-Meaning Pairing: 

Intercoder Reliability = Intercoder Reliability 

 

To redefine a term or to relabel a concept is to de-

pair a conventional pair of a sign (word, symbol, signifier, 

term) and its meaning (concept, signified, signification), 

and to make a new pair(s). Intercoder reliability, for 
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example, has been conventionally defined as intercoder 

agreement. Krippendorff did not deny that α does not 

accurately measure agreement, or that α is significantly 

affected by skew. The discrepancies between what α is 

supposed to measure (agreement) and what it actually 

measures (partially distribution skew, partially 

agreement, and partially some other concepts) produce 

paradoxes and abnormalities. Facing criticism, 

Krippendorff switched a key sign, reliability, away from 

its traditional meaning agreement and toward a new 

meaning distribution skew. 

It’s shrewd. A function of language is to express. 

The expresser has the arbitrary discretion to decide the 

match between his signs and his meanings (de Saussure, 

1916,  2004; Keller, 1998). An expresser may match any 

sign(s) with any concept(s), and may change the match 

anytime in anyway. If a man places his sign shirts on his 

shirts, and later relabels the shirts as socks, these are his 

choices, and are not right or wrong. When Krippendorff 

delinked his sign reliability from his original meaning 

“agreement,” and relinked reliability with “distribution 

skew,” “information” and “variation,” these were his 

choices, and were not right or wrong. 

The more important function of language, however, 

is to communicate. Here the sign-meaning relationship is 

no longer the sole property of a speaker, writer, sender, 

releaser or any one stake holder. Rather, the sign-

meaning associations are socially constructed, 

physiologically conditioned, and practically contracted 

among all parties concerned (Berger & Luckmann, 1966; 

Searle, 1995; Zhao, Chen, & Tong, 2011). If a buyer 

ordered shirts but instead received socks, the seller would 

be ill-advised to argue that he has the right to arbitrarily 

decide the meaning of shirts.  

Switching a sign away from its agreed meaning is not a 

new tactic.  It has been seen in academic debates in Chinese, 

for example, so often that 11 rules of concept naming had 

been put forward, including Rule #6: Respect words’ 

traditional meanings (Zhao, 2004, 2005, 2008, p. 75). 

As mentioned, we as a scholarly community once had 

an agreement to measure “agreement” under the sign 

reliability. Krippendorff proposed to redo this agreement, so 

that reliability would not (or not only) represent “agreement,” 

but instead (or also) represent “information,” “variation,” 

and “distribution skew.” The objective is to justify α, which 

is heavily influenced by distribution skew (Feng, 2013a, 

2013c). If we accept this proposal, it would change the 

concepts of reliability, agreement, and information as we 

know them. For social sciences, the foreseeable benefit of 

this dramatic change, which is to save α, is too small, and 

cost too large.  We vote to stay with the extant agreement of 

defining intercoder reliability as agreement. If we are 

serious about measuring information, variation, or 

distribution skew, we may do so more effectively under the 

existent signs information, variation, and distribution skew, 

rather than mixing them with reliability. 

 

7. Multi-Signification: 

Reliabilitya ≠ Reliabilityb, 

& Informationa ≠ Informationb 

 

Then there is Rule #3: Avoid using one word with 

multiple meanings, or one signifier to signify multiple 

concepts (Zhao, 2004, 2005, 2007, 2008, 2009). The 

phenomenon is called multi-signification, multi-signified, 

or multi-concepts (Zhao et al., 2011). Since Socrates, 

logicians have pointed out time and again that multi-

signification can cause equivocation fallacies (Fischer, 

1970, p. 274). For example: a feather is light; what is light 

cannot be dark; therefore a feather cannot be dark 

(Malloch & Huntley, 1966). Such word-plays intrigue as 

the multi-significations are not immediately obvious; they 

do no harm as the faults in the conclusions are obvious; 

they are fun as they intrigue while doing no harm. 

In an earnest effort to defend α, Krippendorff (2013) 

fell for similar multi-significations. The sign information 

represents at least two concepts, mechanical information 

and human information. When Krippendorff (2013, pp. 

483-484) talked about “informational requirement” and the 

“need to have enough information,” we may be sympathetic, 

but only because we thought of information as “human 

information,” which is assessed in particular contexts in 

reference to particular human meanings. What 

Krippendorff (2011a, 2013) actually calculated, however, 

was “mechanical information,” which Krippendorff 

believes is universally calculable based on statistical 

variation with no reference to content or context. Larger 

variation is the necessary and sufficient condition for more 

information. Had this been explicit, we would have been 

less sympathetic. That is, a measurement is no more reliable 

or informative simply because it reports a larger variation. 

Krippendorff did not create the two meanings of 

information. He used what’s available. He did, however, 

create multiple meanings for the sign reliability. As said, 

reliability has been traditionally defined as agreement, and 

recently Krippendorff advocated switching reliability 

away from agreement and toward information, variation, 

and distribution skew. He criticized the “one-to-one” 

relationship “between agreement and reliability.” But he 

never said reliability is unrelated to agreement, perhaps  

because he knew α is still heavily influenced by agreement, 

although it is as heavily influenced by distribution skew 

(Feng, 2013a, 2013b; Zhao, 2012a). The result is another 

multi-signification in Krippendorff’s writings, where the 

word reliability may represent different concepts at 

different times, agreement, information, variation, and 

distribution skew. What’s constant is the imperative 

conclusion, that α is the best and perfect.   

We urge, again, to refrain from multi-signifying, 

although it’s tempting to do in debates. Multi-significations 

confuse authors as much as they confuse audiences (Zhao, 

2004, 2005, 2007, 2009; Zhao, Chen, & Tong, 2011). 
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8. Multi-Signifiers:  

Quota = Pre-coding Agreement =  

a priori Marginal = Assigned Prevalence =  

Fixed Probability = Known Distribution 

 

While multi-signification or multi-signified refer to a 

single sign representing two or more concepts, multi-

signs or multi-signifiers refer to two or more signs 

representing a single concept. This section shows 

that several groups of reliability experts separately 

sensed or detected what is now known as the quota 

assumptions underlying π, κ and α. Each group used 

a different term. Due in part to the multi-signs, the 

later authors did not cite the earlier ones, and none of 

them appeared to be aware that others shared their 

views on the quota assumptions.  

Zhao et al., (2013) discussed the quota 

assumptions extensively; the word quota appeared 

more than 60 times in the paper. Krippendorff (2013), 

however, responded with half of sentence embedded 

in the middle of a long paragraph: “coefficients do not 

predefine quotas for coders” (p. 487, emphases added). 

The word quota appeared nowhere else in the 19-page 

commentary. 

In this only response, Krippendorff refuted yet 

another strawman – a position that we never expressed or 

espoused. Our position was and is: the coefficients 

(indices) presume quotas by coders, that is, π, κ and α 

assume that coders predetermine quotas, which we call 

quota assumptions (Zhao, 2011a; 2011b;  Zhao et al., 

2013). More than five years after Zhao et al. (2013) 

discussed the quota assumptions, the advocates of π, κ or 

α have yet to explicitly deny or acknowledge them.   

Krippendorff appeared reluctant to do either. 

Acknowledging the assumptions would disqualify α (and 

π and κ) because coders rarely if ever observe quotas.  

Denying is also untenable because Krippendorff had 

years earlier recognized the assumption for α.    

To justify “total agreement, undefined α,” which 

occurs with 0% & 100% observed distributions, 

Krippendorff (2004b, p.425) found it necessary to  

assume “coders … agreed in advance of the coding effort 

to make their task easy.” To agree pre-coding on 0% & 

100% distributions, or any other distributions, is to set 

quotas. 

Others recognized the quota assumptions decades 

earlier. Brennan & Prediger (1981, p. 687) gave “special 

consideration … to assumptions about whether marginals 

are fixed a priori, or free to vary.” They concluded “when 

marginals are fixed, coefficient kappa is found to be 

appropriate,” but “when either or both of the marginals 

are free to vary,” S is more appropriate. The only way to 

fix a priori (pre-coding) cross-table  marginals 

(frequency distributions) is to set and execute quotas. 

Shrout, Spitzer, & Fleiss (1987, p. 173), who 

defended κ, prominently assumed -- 

 

Neither clinician interviewed any of the 

subjects but both simply randomly assigned 6% 

of them to the case group – perhaps because they 

expected that the prevalence of a current DSM-

III disorder in a general population would be 

low … 

 

Assigning prevalence (6%) before interviewing 

patients is to set a quota. 

Feinstein & Cicchetti (1990a, p. 548), who criticized 

κ, noted that κ “makes the assumption that each observer 

has a relatively fixed probability of making positive or 

negative responses.” Fixed probability is another word 

for quota. 

Interestingly, Cohen (1960) appeared just one 

question away from recognizing the quota assumptions 

behind π and κ. Advocating κ over π, Cohen (1960, pp. 

40-41, emphases added) observed: 

 

(Scott’s π, 1955) assumes…the distribution 

of proportions over the categories for the 

population is known and is taken to be equal for 

the judges. The former assumption is reasonable 

in survey research, but the latter may be 

questioned in more general applications … . 

 

How can the distribution be known before coding? 

Only one way -- coders (judges) observe quotas. As 

Cohen (1960) considered the assumption reasonable, he 

made it the foundation of κ. Consequently, κ assumes 

quota just like π does. What Cohen disputed was π’s 

second assumption, that the quota-based distribution be 

equal for the coders, which we now call conspired quota. 

Cohen replaced this assumption with another, that the 

“judges … distribute their judgments differently,” which 

we now call individual quota. 

Krippendorff’s α adopts both of Scott’s assumptions. 

Consequently α assumes conspired quota just like π does 

(Zhao et al. 2013). Sharing the very similar quota 

assumptions make the three indices behave like one index 

in simulations and experiments (Feng, 2013a; Zhao, 

2011a,b; 2012a).  

Curiously, Cohen (1960, pp. 40-41) considered the 

assumption “reasonable” only for “survey research.” 

Does it imply that Cohen  in 1960 was not sure κ was 

appropriate for non-survey research, which he called 

“general applications”? Communication researchers 

don’t usually consider content analysis survey research, 

and medical doctors rarely call patient diagnoses survey 

research. What would Cohen have said had he known that 

κ is now used more often in content analysis and medical 

research than in what we call “survey research”?  
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9. Redefining Reliability Disqualifies α 

 

The scientific community agreed intercoder 

reliability meant “intercoder agreement.” For decades, 

Krippendorff (1970a, 1970b, 1980, 2011b) was a 

prominent part of the near consensus. When α was found 

to be often low with high agreement, Krippendorff 

(2011a, 2013) redefined reliability to delink it from 

agreement and relink it with information. 

Furthermore, when skewed distribution was found to 

produce low α, skewed distribution was redefined as less 

information. When larger sample was found to produce 

lower α, larger sample was redefined as less information. 

When smaller variation was found to produce lower α, 

smaller variation was redefined as less information. 

When low sensitivity or low specificity was found to 

produce low α, low sensitivity or low specificity was 

redefined as less information. When zero variation was 

found to lead to incalculable α, zero variation was 

redefined as no information. As reliability was redefined 

as information, higher reliability was redefined as more 

even distribution, smaller sample, larger variation and 

higher sensitivity or specificity. The stated mission of the 

flurry of redefinitions is to defend α as the standard 

measure of intercoder reliability.  

When a tool fails its defined mission, we repair or 

replace the tool. Task dictates tool. Mission directs means. 

When Krippendorff’s α failed its defined mission, 

Krippendorff (2011a, 2011b, 2013) revised and redefined 

the mission. The tool dictated the tasks. The means 

directed the missions. 

While the other indices also have their deficiencies, 

several are closer than α to measuring agreement. The 

evidences do not justify α as an adequate index, even less 

a better index, and further less the standard index. 

We join the calls for a new index(es) based on more 

realistic assumptions. We are making progress 

developing such an index, and we invite others to join 

(Zhao, 2012a). But it will take time to gain acceptance. 

The decades-long dominance of α in communication 

studies and κ in other disciplines create a spiral of inertia 

that will likely propel and sustain itself for years, during 

which content researchers will have to make use of the 

existing indices (Feng & Zhao, 2016).  

Zhao et al. (2013, Table 19.13) suggested guidelines 

on which indices to avoid or use in various situations. As 

no index is adequate for all situations, our objective has 

to be modest, which is to avoid the most severe paradoxes, 

abnormalities and other known deficiencies, by 

recommending the best available for a situation (BAFS). 

For those who use BAFS scheme to select indices, Zhao 

et al. (2012a) developed several hierarchies that shows 

which indices tend to be more liberal or conservative 

under which circumstances, which may be helpful for 

interpreting the indices. 

 

10. Spiral of Inertia in Reliability Research 

 

Evidences are mounting that Scott’s π, Cohen’s κ 

and Krippendorff’s α are inferior indicators of intercoder 

reliability, and theories are becoming clearer why they 

are (Conger, 2016; Feng, 2013a; Flight & Julious, 2015; 

Grant et al., 2017; Gwet, 2002; Shankar & Bangdiwala, 

2014; Wongpakaran et al., 2013; Zhao, 2011a, 2011b, 

2012a; Zhao et al., 2013) .  Nevertheless, α may continue 

to dominate communication content research, and κ may 

continue to dominate some other disciplines, thanks to 

spiral of inertia, a form of selective spiral (Slater, 2007, 

2015; Slater, Henry, Swaim, & Anderson, 2003; Zhao, 

2000b, 2002, 2009b, 2012b; Zhao, 2017). 

Ideally, science advances in a revolving and 

evolving process. Researchers conceive new ideas, 

write up proposals, reviewers review, funded 

researchers investigate, write up findings, and submit 

manuscripts for publication; editors assign reviewers, 

reviewers review, editors request revision, authors 

revise, manuscripts get published; readers read, and 

recommend others to read; more readers read, some 

accept the new knowledge, based on which some 

conceive their own ideas, seek funding, and 

investigate, so goes another round. 

 In our experience teaching and analyzing π, κ 

and α over the years, however, we saw new ideas 

resisted every step (Zhao, 2000a). The more different 

an idea was from the prevailing view, the stronger the 

resistance. Scott’s π, Cohen’s κ and  Krippendorff’s α 

have dominated various disciplines for decades. Of 

the qualified reviewers, few have not advocated, 

recommended, used or taught π, κ or α, or accepted 

its main premises.  

Proposals and manuscripts criticizing one of the trio 

were routinely rejected. Committees disapproved such 

proposals anticipating publication difficulties. Editors 

desk rejected the manuscripts anticipating reviewer 

oppositions, or demanded unanimous and unreserved 

support from reviewers anticipating post-publication 

controversies. Time and again, we switched our attention 

elsewhere, and discouraged others from getting 

interested, fearing jeopardizing their careers. The authors 

and editors who publish studies mentioning α’s defects 

learned to anticipate energetic reactions from α’s author 

(Feng, 2015; Hayes & Krippendorff, 2007; Krippendorff, 

2004b, 2013, 2016, Lombard et al., 2002, 2004; Zhao et 

al., 2013). Consequently, in the few cases when 

criticisms of the trio were to be published, some editors 

insisted on removing the sharpest criticisms and blurring 

the main conclusions. After perusing the published 

debates, some authors told us they now understood the 

serious flaws of the trio; they then went on to calculate 

and report one of the trio, because that’s what reviewers, 

editors, and readers likely like to see. 
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Days after seeing a draft of Krippendorff's (2013) 

criticism of Zhao et al. (2013), we finished the first draft 

of this response. It took over five years to find a journal 

able and willing to publish the response.     

These actions and inactions foster an impression that 

the three indices are more reliable or acceptable than they 

are. The impression encourages more actions and 

inactions favoring the trio, which further strengthen the 

false impression, leading to a spiral of inertia, a more 

active and aggressive version of static inertia or spiral of 

silence (Feng & Zhao, 2016).  It’s remarkable that, in 

spite of the powerful spiral, criticisms of the trio persisted, 

and some even managed to be published (Feinstein & 

Cicchetti, 1990a, 1990b; Feng, 2015; Feng & Zhao, 2016; 

Flight & Julious, 2015; Grant et al., 2017; Grove et al., 

1981; Gwet, 2002; Lombard et al., 2002; Shankar & 

Bangdiwala, 2014; Zhao et al., 2013). 
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CORRECTION. — Since this article was published April, 2018, a correction has been made. In the eighth 

paragraph of Section 1, entitled “Intercoder Reliability = Intercoder Agreement,” the earlier version read: “With 

identical agreement rates, a skewer distribution can make the three indices hundreds or even tens of thousands 

times higher than a more even distribution.” An apostrophe and “chance estimates” have been inserted after 

“indices.” The corrected sentence now reads: “With identical agreement rates, a skewer distribution can make the 

three indices’ chance estimates hundreds or even tens of thousands times higher than a more even distribution.” 

The correction was made 26 July, 2018 in the online version posted by Hong Kong Baptist Institutional Repository, 
https://repository.hkbu.edu.hk/cgi/viewcontent.cgi?article=7826&context=hkbu_staff_publication. 
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