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Abstract

Computational thinking (CT), as one of the key skills in the twenty-first century, has
been integrated into educational programming as an important learning goal. This
study aims to explore CT processes involved in pair programming with the support
of visual flow design. Thirty freshmen participated, working in pairs to solve two pro-
gramming problems. Their discourses were recorded, transcribed, and coded based
on a CT framework encompassing cognitive, practical, and social perspectives. Both
quantitative and qualitative methods were applied to analyze the data. In particular,
Epistemic Network Analysis (ENA) was applied to explore the patterns of their CT
processes. The findings revealed that social perspectives emerged the most frequently
in all pairs’ discourses. The high-level groups (HLGs) focused more on practical and
social perspectives whereas the low-level groups (LLGs) emphasized more on cogni-
tive perspectives. The ENA networks revealed that social perspectives mostly centered
around cognitive perspectives for all pairs with CT process patterns in HLGs crossing
the three perspectives more frequently. In addition, HLGs exhibited a more compli-
cated and developmental trend in solving the two problems, while LLGs displayed a
relatively similar CT pattern. The current study provides insights into the design and
implementation of collaborative learning activities in educational programming.

Keywords Computational thinking - Discourse analysis - Educational
programming - Pair programming

1 Introduction

Computational thinking (CT) has become an essential application skill and mode of
thinking that students from primary to college levels must possess (Tang et al., 2020;
Zhang & Nouri, 2019) in the internet era. CT involves solving problems, designing
systems, and understanding human behavior, by drawing on the concepts fundamental
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to computer science (Wing, 2006, p.33). It is generally developed through computer
programming education (Lye & Koh, 2014; Tikva & Tambouris, 2021).

Researchers have studied CT processes from cognitive, practical, and social per-
spectives. First, it involves the use of a set of cognitive skills including abstraction,
algorithms, and systemic thinking that is developed and utilized in problem solv-
ing (Lai & Wong, 2022; Wing, 2011). Second, it involves the practice of breaking
down complex problems into smaller parts, modeling them, designing algorithms,
coding-testing-and-debugging, and running the program to obtain the solutions to
the problems (Wing, 2006). Third, CT is developed in a social environment with
guidance and help from teachers or peers (Vygotsky & Cole, 1978), and its char-
acteristics extend beyond computational knowledge and skills (Wu et al., 2019).
Brennan and Resnick (2012) proposed a three-dimension model (e.g., computational
concepts, practice, and perspectives) to describe the CT processes of young people
(8-17 years old). Their model was validated within a Scratch environment, a visual
programming environment empowering novice programmers to conceptualize and
create their stories and games. This model offers valuable insights for describing CT
processes in the context of educational programming. However, whether the model
is applicable in a broader educational programming context needs further investiga-
tion. The current study will extend the framework to further explore the interactions
among the cognitive, practical, and social perspectives in an educational program-
ming environment at the university level.

Collaborative programming, including pair programming, has been shown to
have a positive impact on the development of CT skills (Echeverria et al., 2019; Lai
& Wong, 2022; Wei et al., 2021). This approach presents considerable advantages in
algorithm design and code review (Wang et al., 2012), contributing to improvements
in students’ academic achievements and CT (Lai & Wong, 2022; Wei et al., 2021).
How the cognitive, practical, and social perspectives in pair programming interact
with each other to make a better performance, in particular, the differences between
high-level groups and low-level groups, will be studied in the current research.

Both qualitative and quantitative methods are used to describe students’ CT pro-
cesses. Qualitative methods were used to identify a specific or several distinct CT pro-
cesses a particular group of students has. Quantitative methods were used to investigate
the frequencies of various CT processes in complex problem-solving processes and to
compare the differences in behavior patterns of different groups of students. Consider-
ing the complex and evolving nature of CT, there is a need for analytical methodologies
that uncover the interactivity, interdependence, and temporal process features (Rolim
et al., 2019). In recent years, Epistemic Network Analysis (ENA) has been used to cap-
ture the temporal and dynamic characteristics of problem-solving processes (Siddiq &
Scherer, 2017). As a method of learning analytics, ENA enables both quantitative and
qualitative analysis of CT processes, given its inherent potential to reveal interactivity
and temporal processes in collective problem solving (Swiecki et al., 2020). The current
study will use ENA together with the traditional qualitative and quantitative methods to
reveal the mechanisms of CT processes in order to gain a deeper understanding of com-
plex problem solving in programming (Israel et al., 2015).

In summary, this study aims to integrate ENA with the traditional qualitative and
quantitative methods to study the CT processes of learners during pair programming
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from three perspectives and further explore the differences in the CT processes of
groups at different performance levels. This study will help us to gain a better under-
standing of the interaction of CT processes involved in pair programming and the
differences between groups at different performance levels, which will help us to
provide better guidance to students with difficulties in educational programming.

2 Literature review

This section presents an overview of the relevant literature on CT, CT skills in edu-
cational programming, pair programming, and models for describing CT processes.

2.1 Computational thinking

The concept of computational thinking originated from computer science and has
been extended to science, technology, engineering, and mathematics (STEM) areas
(Mohaghegh & McCauley, 2016). Papert (1980) seemed to be the first to use the
term CT, indicating that the use of computers could enhance thinking capabilities
and change the pattern of knowledge acquisition. Papert (1993, 1996) further devel-
oped the idea emphasizing that CT allowed children to construct meaningful objects
through computers. To respond to the need for the development of digital technolo-
gies and computational sciences and their wide applications in various fields, CT is
a fundamental skill not only for computer scientists (Wing, 2006). As the definition
in Wing’s (2011) work, indicating that CT is the thought processes involved in for-
mulating problems and their solutions so that the solutions are represented in a form
that can be effectively carried out by an information-processing agent (p.1). After that,
many definitions have been proposed (CSTA & ISTE, 2011; Grover et al., 2015; Selby
& Woollard, 2013; Weintrop et al., 2016). Those definitions converge on the consen-
sus that CT is a way of thinking for problem solving (Lodi, 2020). The concept of
CT has been extended to refer to problem-solving processes involving some core prin-
ciples from computer science (e.g. abstraction and algorithm design, decomposition,
etc.) (Mohaghegh & McCauley, 2016). CT was rooted in computer science, which
now has become an important component of 21st-century skills (Davies et al., 2011;
Mohaghegh & McCauley, 2016; Wing, 2006, 2008). CT, the skills to conceptualize
and draw abstractions from data sets, and model problems computationally, is taken
as one of the ten future work skills (Davies et al., 2011). CT is also listed as one of the
learning objectives of STEM-related courses ( International Society for Technology in
Education (ISTE), 2015; National Research Council, 2012). For example, in Frame-
work for k-12 Science Education (National Research Council, 2012), Using mathemat-
ics and CT is one of the eight scientific and engineering practices for science educa-
tion in the USA. In the current study, we shall create a collaborative problem-solving
environment in programming to develop the CT skills of undergraduate students. That
is to say, CT reflects problem-solving processes in programming, echoing the defini-
tion proposed by Wing (2011). We thus intend to employ this concept, framing CT as
the thinking process of problem solving in the context of educational programming.
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A variety of methods have been used to measure CT in the context of gen-
eral education and subject domains. In the context of general education, CT tests
(Dagiené & Futschek, 2008; Dagien¢ & Stupuriené, 2016) and self-reported ques-
tionnaires and scales (Korkmaz et al., 2017; Yagci, 2019) were used. For example,
Bebras Contest, a competition for pupils to apply CT to the formulation of problem
solutions (Dagiené & Futschek, 2008; Dagiené & Stupuriené¢, 2016). Korkmaz et al.,
(2017) developed a scale as a summative tool to determine the levels of computa-
tional thinking skills (CTS) of students. In the subject domains, mainly in computer
sciences, CT tests (Roman-Gonzélez, et al., 2017) and programming tasks/activi-
ties (Lui et al., 2020; Werner et al., 2012) were generally used. For example, in the
study of Roman-Gonzélez et al. (2017), a Computational Thinking Test (CTt) with
28 multiple-choice items was designed to measure the basic programming abili-
ties of students at Sth to 10th grade levels. In the study of Werner et al. (2012),
Fairy Assessment as Alice Program with three tasks was developed to measure
algorithmic thinking, abstraction and modeling aspects of students at the ages of
10-14 years. With the development of IT technologies, digital portfolios were used
to capture students’ development of CT skills by documenting their learning trajec-
tories in creating an electronic textile mural project (Lui et al., 2020). In the current
study, our primary focus is on CT processes within programming. In particular, we
shall use two programming tasks to measure undergraduate students’ CT skills with
their discourses and behaviors recorded using screen recording software.

2.2 CT skills in educational programming

Programming provides a conducive learning environment for students’ development
of CT skills for its unique advantages in logic operations, algorithm design, and rea-
soning application (Garcia-Pefialvo & Mendes, 2018; Hsu et al., 2018). Therefore,
many educators in computer sciences consider programming as the most suitable
subject for fostering students’ CT (e.g., Buitrago Florez et al., 2017; Garcia-Pefialvo
& Mendes, 2018). Diverse approaches have been proposed to facilitate programming
and CT skills (Bers et al., 2014), such as robot-based programming (Atmatzidou
& Demetriadis, 2016; Bers et al., 2014; Harvey, 1997) and algorithm-visualization
programming (Brennan & Resnick, 2012; Hundhausen et al., 2002). Text-based pro-
gramming is primarily a way of programming to improve CT (Bai et al., 2021; Sun
& Zhou, 2023), and some existing studies explored ways to facilitate educational
programming (Cheah, 2020; Dale & Weems, 2014; Fang et al., 2022). Dale and
Weems (2014) divided programming into the problem-solving phase and the imple-
mentation phase. Student needs to first identify the concept of programming and
data structure to generate solutions by developing algorithms in the problem-solving
phase, which contributes to the coding process in the implementation phase (Cheah,
2020). The problem-solving phase was further classified into problem identification
and flow definition stages, and the implementation phase was further classified into
coding and testing stages. The PFCT (problem identification, flow definition, cod-
ing, and testing) approach was commonly used to teach programming (Budny et al.,
2002), and its effectiveness in fostering students’ CT skills has been demonstrated

@ Springer



Education and Information Technologies

in the studies of Buitrago Florez et al. (2017) and Fang et al. (2022). Another use-
ful model for fostering CT in programming is the cognitive apprenticeship (Collins
et al., 1991), an instructional strategy that has also been successfully used in pro-
gramming teaching (Lee, 2011). It comprises modeling, coaching and scaffolding,
articulation, reflection, and exploration (Hopcan et al., 2022). Via cognitive appren-
ticeship, the application of metacognitive skills can reveal cognitive processes and
promote reflection during programming (Collins et al., 1991; Plonka et al., 2015).
We shall combine the cognitive apprenticeship model with the PFCT approach to
design a four-stage process, including problem identification, visual flow design,
coding, testing and debugging, and sharing and reflecting.

Flow design determines the solution to the problem and reveals the CT process
during programming. Visual flow design scaffolding plays a vital role in algorithm
design, bridging the gap between concepts and practice (Charntaweekhun & Wang-
siripitak, 2006; Nassi & Shneiderman, 1973; Threekunprapa & Yasri, 2020; Zhang
et al., 2021). This scaffolding can help students better understand programming
terms, and represent programming logic visually to simulate the dynamic process
of programming from a global perspective (Salleh, et al., 2018; Zhang et al., 2021).
Consequently, this promotes problem-solving skills and enables participants to
break down complex problems into sub-problems, develop algorithms for each sub-
problem, and then integrate them into a program (Fang, et al., 2022). Visual flow
design will be used in this study to support problem decomposition and formulate
solutions for complex programming problems, indirectly supporting students’” CT
development.

2.3 Pair programming

Pair programming, derived from cooperative learning theory, is a learning method
in educational programming that involves two individuals working together to
design algorithms, write code, run tests, and develop software for solving problems
(Wei et al., 2021). In pair programming, each member plays a distinct role. One
acts as the "driver" controlling the process of program design and is responsible for
program development and implementation. The other acts as the "navigator" who
monitors the driver to identify problems, defines possible strategies, and checks for
errors (Hopcan et al., 2022). Often their roles might switch at a specific time when
completing a part of the project (Tsan et al., 2020).

Previous studies have demonstrated that pair programming offers great advan-
tages in checking code errors (Wang, et al., 2012), improving problem-solving qual-
ity (Demir & Seferoglu, 2021), enhancing students’ CT abilities (Wei et al., 2021),
and increasing self-efficiency (Hannay et al., 2009). Pair programming allows partic-
ipants to freely express themselves by connecting, colliding, and integrating differ-
ent ideas. This leads to a deeper reflection on the knowledge and enhances high-level
thinking abilities (Asunda, 2018; Chiu, 2020). Consequently, pair programming
plays a positive role in solving problems through social interactions that help learn-
ers enhance their CT abilities. While collaborative learning is often employed for
its benefits, it is argued that positive learning outcomes are not always guaranteed
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(Kreijns et al., 2003; Li et al., 2023). Specifically, the particular methods within
collaborative learning that result in superior academic performance are worthy of
deeper exploration. Existing studies (e.g., Wei et al., 2021), highlighting the positive
relationship between pair programming and CT outcomes, primarily focused on the
outcomes of CT and not on the processes that lead to them. Therefore, it is neces-
sary to explore the relationship between CT processes involved in pair programming
and academic performance.

2.4 Models for describing CT processes

In educational programming, several models have been proposed to describe CT
processes. One of the most widely used theoretical frameworks of CT was devel-
oped by Brennan and Resnick (2012). In their models, there were three dimensions
of CT: computational concepts, computational practices, and computational per-
spectives. Computational concepts refer to the concepts employed in programming,
which might include sequences, loops, parallelism, events, conditionals, operators,
and data. Computational practices refer to the practices designers develop as they
program, for example, being incremental and iterative, testing and debugging, reus-
ing and remixing, abstracting and modularizing, etc. Computational perspectives
refer to the perspectives programmers form about the world around them and about
themselves such as expressing, connecting and questioning. The model proposed
by Brennan and Resnick (2012) was widely used (Saez-Lopez et al., 2016; Wu
et al., 2019; Zhong et al., 2016). On the other hand, Chao (2016) used the log data
recorded during students’ computational problem-solving processes and described
their activities in a sequence of designing, composing, and testing processes. Stu-
dents’ activities in the designing process were represented as computational design,
which included problem decomposition, abutment composition, and nesting compo-
sition. Students’ activities in the composing and testing processes were represented
as computational practice, which includes sequence, selection, simple iteration,
nested iteration, and testing. Students’ performance was measured from two aspects
(i.e., goal attainment and program size). These two models have notably prioritized
programming practices. In the latter model, computational design is linked with the
process of abstracting and modularizing within the computational practice featured
in the former model. Furthermore, the latter model’s practice demonstrates con-
siderable consistency with the computational concepts and practices of the former.
Nevertheless, a critical divergence is highlighted by the distinction that the former
model accentuates the perspectives within programming, while the latter distinctly
underscores programming performance.

However, these models focused on the cognitive and practical perspectives
of CT, and more researchers believed that social perspectives should be consid-
ered for CT. Kafai (2016) considered CT to social perspective should be reframed
as computational participation, indicating moving beyond tools and code to com-
munity and context. Lai and Wong’s (2022) meta-analysis showed the essence of
CT skills in collaborative computational problem-solving from cognitive, social,
and affective perspectives. Considering the context of connecting with others, the
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three-dimensional CT framework by Brennan and Resnick (2012) was utilized in a
collaborative programming environment to explore the CT processes from cogni-
tive, practical and social perspectives.

2.5 Research questions

This study aims to investigate the CT processes of students engaged in pair pro-
gramming and to describe the differences in CT processes between different aca-
demic performance groups, in particular between high-level groups (HLGs) and
low-level groups (LLGs). Specifically, this study aims to address the following
research questions:

e RQI: What is the frequency distribution of CT processes involved in pair pro-
gramming, and to what extent do the processes differ between HLGs and LLGs?

e RQ2: What is the relationship among CT processes involved in pair program-
ming among all groups, and to what extent do the relationships differ between
HLGs and LLGs?

e RQ3: How do the CT processes differ between HLGs and LLGs in different
problem-solving scenarios during pair programming?

3 Method
3.1 Research context

The study was carried out in the course entitled "C Programming Language Experi-
ment" in the Spring of 2022, lasting for three weeks at a university in central China.
The objectives of the course include: (a) To master the basic knowledge of C pro-
gramming language and the basic methods for computer software design; (b) To
learn the basic thinking skills of using the computer to solve real-world problems
and abilities to test and modify programs; and (c) To develop students’ CT abili-
ties. Implementing this programming course is critical for fostering CT skills—a
premise that aligns with our study’s goal of exploring CT processes within program-
ming. This study was conducted in the middle of the course after four sessions that
provided an overview of the basic C programming environment and programming
knowledge.

3.2 Participants

Thirty first-year undergraduate students (15 females and 15 males) majoring in Artifi-
cial Intelligence and Data Science volunteered to participate in the study. Their partici-
pation in this course is compulsory, aligning with the specialized training goal aimed
at enhancing CT skills. Before this study, they had already completed two college
mathematics courses (i.e., calculus and linear algebra) and a course entitled Compu-
tational Thinking). They were divided into 15 groups after taking into consideration
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their performance in the three courses, and their performance in the first four sessions
of the course. Each student’s score ranged from 0 to 400, with a set value of 100 attrib-
uted to three prerequisite courses and the prior performance in the course. In order to
ensure homogeneity between pairs, two teaching assistants computed the scores, sub-
sequently categorizing students based on the cumulative score of their CT skills. The
fifteen groups were coded as G1, G2, ..., and G15.

3.3 Learning environment

The study was conducted in a computer lab. Each student was equipped with one com-
puter that could provide Xiaoya, a teaching and learning platform. In addition, three
learning tools including ProcessOn, Code::Blocks, and EV screen recording were also
provided to them.

Xiaoya (http://www.ai-augmented.com/) was independently developed by the
research team to provide intelligent teaching and learning services for teachers and
students in the university (He et al., 2023; Zhang et al., 2023). The teacher could
upload all the course materials to Xiaoya and manage coursework and assignments
submitted by his/her students. In this study, one member of a group submitted their
flowchart and program code to Xiaoya after they finished their programming tasks.
In addition, students were required to review other groups’ programming work and
reflect on their experience in pair programming and collaborative learning in Xiaoya
as part of their coursework.

ProcessOn (https://www.processon.com/) is an online platform that can be used to
draw flowcharts. It includes almost all the flowblock components that students might
use in its toolbar. Students could just drag them into the working area to construct their
flowchart in their programming processes.

Code::Blocks is a software that provides learners with an environment for program-
ming. Students can do coding, testing, debugging, and finally use the program to solve
the problems in their assignment. It has been used by the software designers (Soto &
Figueroa, 2018).

EV screen recording, which can be downloaded freely from https://www.ieway.cn/,
is a software that can be used to record students’ discourse and track their behaviors in
pair programming. This kind of data will be used to analyze the CT processes of each
group.

In summary, the platform Xiaoya, along with the first two tools (i.e., ProcessOn and
Code::Blocks) provides support for students to accomplish CT tasks. Moreover, the EV
screen recording feature contributes to documenting the participants’ CT processes in
the programming tasks.

3.4 Project tasks and procedure

Participants worked in pairs to write programs for solving the two tasks (i.e., the Diet
Problem and the Kaprekar Problem) shown in Fig. 1. In the programming process,
they need to use their knowledge of loop nesting and comparison sorting algorithms,
respectively. Such practical application fosters the development of their CT skills.
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The current study lasted for three weeks. In the first week, students were taught the
principles of pair programming and motivated to engage in interactive communication,
including equal dialogue, being open-minded, attentive listening, mutual respect, and
encouraging others. The trainer also held a question-and-answer session to ensure that
all students understood the requirements. Each pair was also given 15 min to practice.

In the second and third weeks, each pair worked on one of the tasks shown in
Fig. 1 following a four-stage process (Fang et al., 2022; Hopcan et al., 2022). The
four stages are:

a) Problem identification. Students read the problem and determined what was the
input and what was the output.

b) Visual flow design. Students decomposed the problem into several sub-problems
and used ProcessOn to draw their flowchart to visualize the algorithm for solving
the problem.

¢) Coding, testing, and debugging. Students coded based on the flowchart drawn
in the previous stage and tested the code. If the code could not run properly, a
debugging process would be conducted to refine the code until the problem was
resolved. This stage was done in Code::Blocks.

d) Share and reflect. After completing the task, students were guided to do peer
evaluation and select exemplary flow designs and program codes for sharing.
Finally, they also needed to reflect on their thinking to consolidate their learning.

Each group needed to submit their flowchart, their programs, and reflections to
Xiaoya at the end of the 2nd to 4th stages, respectively. Throughout the whole pro-
cess, the teacher and her teaching assistants acted as guides, offering individual sup-
port to learners who encountered challenges.

4 Data collection and analysis

The collected data encompass group performance data and the discourse data cap-
tured via EV screen recording.

Diet Problem:
A girl is restricted to 900 calories per meal because she is on a diet. The main food is a 160-calorie noodle, and the side food includes a 40-calorie orange, a
50-calorie watermelon, one side food, and the total number of servings is no more than 10. The output of the program is the number of servings of noodles,
oranges, watermelon, and vegetand an 80-calorie vegetable. Program the girl to calculate how to choose the food for a meal so that the total number of
calories is 900 and the total number of servings is at least one main food and ables that the girl eats each day, and all possible solutions in the order
"number of servings of noodles, oranges, watermelon, and vegetable.

Kaprekar Problem:

For any four-digit number, as long as the digits in each digit are not identical, there is a pattern as follows:

[1] arrange the four digits that make up the four-digit number from largest to smallest to obtain the largest four-digit number made up of these four digits;

[2] arrange the four digits that make up the four-digit number from smallest to largest to obtain the smallest four-digit number made up of these four digits
(if the four digits contain zeroes, the smallest four-digit number obtained is less than four digits);

[3] find the difference between these two numbers to obtain a new four-digit number (the higher digit zeroes are retained). Repeating the above process,
the final result is always 6174, a number known as the Kabrek constant. Write a function to verify the above Kaprekar operation. You are required to first

enter a four-digit number and then output the result of each step of the operation until you finally output 6174.

Fig. 1 The two tasks
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Group performance was assessed based on the flowchart and program code they
submitted to Xiaoya. The flowchart was scored in the following four aspects (Charn-
taweekhun & Wangsiripitak, 2006; Su et al., 2022):

(a) Integrity. It refers to the completeness of the flowchart structure which should
include the essential parts of a flowchart (McCormick & Ross, 1990; Xiao &
Yu, 2017), such as begin-end symbols, additional symbols, and concepts fun-
damental to a viable problem solution (Nassi & Shneiderman, 1973).

(b) Rationality. It refers to two aspects: 1) the appropriateness of selected program-
ming symbols (e.g. process symbol, flow line, decision symbol, connector sym-
bol, start & stop symbol, input symbol, and subroutine symbol) for the given
problem, and 2) successful execution of the flow to obtain the correct solution
(Charntaweekhun & Wangsiripitak, 2006).

(c) Normalization. It refers to two aspects: 1) legibility of the content and clear
presentation of the execution process. Supplementary annotations are allowed
to improve clarity, and 2) the flow line is to be connected chronologically from
left to right and from top to bottom with connecting lines designed to minimize
overlap (Charntaweekhun & Wangsiripitak, 2006).

(d) Creativity. It signifies the ability to generate diverse and innovative designs for
problem solving using new variables and perspectives (Smith & Browne, 1993).

Through the discussion with the expert with more than 20 years of teaching expe-
rience, the total score was set at 40, with scores of 8, 16, 8, and 8 for each dimension
based on their importance levels.

The program code was scored in the following aspects (Fang et al., 2022; Olsen
et al., 2020):

(a) Accuracy. It refers to the absence of grammatical mistakes in syntax and logic
for problem-solving procedures (Fang et al., 2022; Rahman & Nordin, 2007).

(b) Identifiers naming. It refers to the reasonable naming of the variables or func-
tions that adhere to established naming conventions (Fang et al., 2022).

(c) Coding style. It refers to the readability and expressiveness of the code, includ-
ing code indent and code comments (Charntaweekhun & Wangsiripitak, 2006;
Fang et al., 2022).

(d) Execution. It refers to the successful execution of the program and careful evalu-
ation and verification of the output to ensure that it adheres to the specifications
outlined in the question prompt of the problem (Olsen et al., 2020).

Similarly, the total score was set at 60, with scores of 20, 10, 10, and 20 for each
dimension after the various facts weighing.

The total score for each group was the sum of the scores they received for their
flowchart and program code. These scores were then used to classify the groups into
high-level groups (HLGs), low-level groups (LLGs), and intermediate-level groups,
in a ratio of 2:2:6 (Sun et al., 2022; Zhang et al., 2022).
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The scoring was conducted by peer groups and checked by the instructor who
taught this course. The peer groups were randomly assigned and required to fol-
low the assessment criteria outlined above to provide feedback to the author group.
The author group then assessed the reasonableness of the scores they received. The
teacher carefully monitored the scoring process and resolved any conflicts between
the author group and the peer group. A final score was determined for each group.
We evaluated the participants’ satisfaction rate with the scoring procedures after the
experiment. The acceptability measure stood at 4.85 out of a possible 5, indicating
that the majority of participants held a favorable view of their scoring experiences.

Each pair’s working process and their discourse were captured using EV screen
recording. Each group engaged in solving one problem was taken as a discourse
dataset, therefore there was a total of 30 datasets. Their discourse was recorded,
transcribed, and analyzed using NVivo and ENA to describe and compare the CT
processes of HLGs and LLGs involved in pair programming.

An integrated analysis approach was used to analyze the discourse datasets
from both quantitative and qualitative perspectives (Fig. 2). The integrated analy-
sis method allows us to holistically investigate and understand discourses in col-
laborative learning (Ouyang et al., 2023). It consisted of three layers, including CT
categories (quantitative), CT patterns (both quantitative and qualitative), as well as
the microlevel sequence of CT (qualitative) involved in pair programming. The first
layer describes CT processes from a statistical perspective, while the second layer
portrays chronologically linked CT processes via ENA. The third layer, examined
qualitatively, pinpoints specific or multiple unique CT processes evident within stu-
dent pairs.

In the first layer, the frequencies of CT processes representing cognitive, practical,
and social processes were taken by each group and all the groups were counted. The
data analysis was conducted in two steps. The first step was to segment each dataset into
different utterances using Nvivo and then code based on the coding scheme shown in
Table 1. In the initial coding phase, two discourse datasets (one for Problem 1 and one
for Problem 2) were randomly selected and coded. The coding scheme of Brennan and
Resnick (2012) was thoroughly reviewed, discussed, and modified to ensure its appro-
priateness and consistency. We considered the categories of computational perspectives
of Brennan and Resnick (2012) from the social perspectives within the context of pair
programming, redefined the code of Abstracting & modularizing based on the visual

‘ An integrated analysis |

| Quantitative Analysis ‘ ‘ Qualitative Analysis ‘
- 1 L ' 1
Descriptive statistics of CT Network of CT processes
processes » Mean network of all groups Microlevel of CT process patterns

> Overall frequency distribution » Subtraction network between HLGs and » General pattern of CT processes
» Differences between HLGs and LLGs » Differences between HLGs and

LLGs » Differences in solving the two problems LLGs
O Coding and counting O ENA and visualization

Fig.2 The analytical framework
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flow design stage, and struck out several codes (e.g., parallelism, events, reusing and
remixing) that were not found in the current study. After reaching a consensus, the first
and second authors independently coded 10% of the entire dataset based on the modi-
fied coding scheme. The Cohen’s kappa between the two coders was 0.83. The discrep-
ancies were thoroughly discussed and resolved. After that, the first author continued
coding the remaining data. The examples included in the last column of Table 1 are
examples translated from Chinese. G1-P1-36’ indicates that the transcription was from
Group 1 in solving the first problem starting at 36’.

In the second layer, this study investigated the network of CT processes of all the
groups and a comparison of the CT process networks of different performance groups
by examining the epistemic structure of code co-occurrence. ENA was utilized to dem-
onstrate the accumulation of connections between codes and represent them in dynamic
network models (Shaffer et al., 2016). To capture, visualize, and quantitatively compare
patterns of learning activities across various conditions (Csanadi et al., 2018), an ENA
Webkit (epistemicnetwork.org) (Marquart et al., 2018) was utilized. ENA plots were
demonstrated to identify and quantify the chronological associations among CT pro-
cesses in the network model. There are three essential concepts in ENA, i.e., code, unit
of analysis, and stanza. Code pertained to a set of conceptual elements, and their inter-
actions served as the focus of analysis. The unit of analysis pertained to the objects of
ENA, such as gender groups, achievement groups, and so forth. Lastly, stanza referred
to the scope of co-occurrence of cognitive elements. The co-occurrence data was rep-
resented by ENA as an adjacency matrix and visualized through normalization, dimen-
sion reduction, and singular value decomposition to reveal the relationship among
the cognitive elements over a two-dimensional space. In the current study, the three
dimensions of CT were codes, groups and a combination of several groups at high- or
low-performing levels as the unit of analysis, and four discourses as a stanza window,
respectively.

In the third layer, three episodes were identified and analyzed qualitatively to dem-
onstrate the microlevel attributes of CT process patterns as in the study of Borreguero
Zuloaga and De Marco (2021). The first episode was selected to demonstrate a general pat-
tern of CT processes for all the groups, whereas the last two episodes were selected to dem-
onstrate the patterns of CT processes of high- and low-performing groups, respectively.

5 Results

The report of the results includes four sections. The first section deals with the cat-
egorization of HLGs and LLGs based on their total scores obtained in flowchart
designing and program coding. The second section presents the frequency distribu-
tion of CT processes and the differences between HLGs and LLGs, which are the
answers to the first research question. The third section reports the ENA results and
qualitative analysis of three episodes, which are the answers to the second research
question. The last section reports the differences in CT process patterns between
HLGs and LLGs when solving the two problems, which are the answers to the third
research question.
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5.1 Group performance in flowchart designing and program coding

The total scores were used to classify all the groups into HLGs, LLGs, and inter-
mediate-level groups. The range of the total score is from 0 to 200 in the two prob-
lems solving. Based on the ratio of the number of groups mentioned above, groups
1 (total score: 198), 4 (total score: 186), and 6 (total score: 180) were classified as
HLGs, while groups 3 (total score: 95), 13 (total score: 95), and 12 (total score: 90)
were classified as LLGs. A comparison between the HLGs and LLGs was conducted
to determine the differences in CT processes involved in programming between
HLGs and LLGs.

5.2 Frequency distribution of CT processes revealed from discourses in pair
programming

5.2.1 The overall frequency distribution of CT processes

Table 2 presents the numbers and percentages of different CT processes in the dis-
courses of all the groups. A total of 6,790 utterances were recorded with social
perspectives accounting for the largest proportion (58.95%), followed by cognitive
perspectives (34.42%), and practical perspectives the least (6.63%). Most of the dis-
courses (93.37%) were related to social and cognitive perspectives. In the cognitive
perspective, data, conditionals, and operators emerged as the most frequent codes,
covering 11.69%, 7.10%, and 6.82% of total utterances, respectively. From the prac-
tical perspective, abstracting & modularizing was the most frequent (2.78%) while
testing & debugging was the least (1.74%) of total utterances. From the social per-
spective, connecting and expressing were the most frequent, accounting for 31.34%
and 23.25% of the total utterances, respectively.

Similar patterns of CT processes in discourses were observed in solving the
two problems, their frequencies from the highest to the lowest were in the order
of of social, cognitive, and practical perspectives. As expected several discrepan-
cies happened in the cognitive perspective due to the differences in the require-
ment of the two problems. Aforementioned students needed to use their knowl-
edge of loop nesting in solving the Diet Problem, discourses in the conditional,
data, and operators categories were the most frequent. While they needed to use
their knowledge of comparison sorting in solving the Kaprekar Problem, dis-
courses in the data, operators, and sequences were the most frequent.

5.2.2 Differences in the frequency distribution of CT processes between HLGs
and LLGs

Table 3 displays the numbers and percentages of different CT processes in discourses
of HLGs and LLGs. A significant difference was found in the distribution of CT
processes between HLGs and LLGs (X2=76.79, df=2, p<0.001). The HLGs had
higher percentages of discourses in social (60.67% vs. 56.46%, Z=2.59, p<0.05) and
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Table2 Number (%) of different CT processes in discourses of all groups

Dimensions Code Diet Problem Kaprekar Problem Total
No. (%) No. (%) No. (%)
Cognitive perspectives
Sequences Cogl 117 (3.92) 211 (5.54) 328 (4.83)
Loops Cog2 109 (3.65) 161 (4.23) 270 (3.98)
Conditionals Cog3 292 (9.79) 190 (4.99) 482 (7.10)
Operators Cog4 203 (6.80) 260 (6.83) 463 (6.82)
Data Cog5 265 (8.88) 529 (13.90) 794 (11.69)
Sub-total 986 (33.05) 1351 (35.49) 2337 (34.42)
Practical perspectives
Iteration Pral 46 (1.54) 97 (2.55) 143 (2.11)
Testing & debugging Pra2 40 (1.34) 78 (2.05) 118 (1.74)
Abstracting & modularizing Pra3 110 (3.69) 79 (2.08) 189 (2.78)
Sub-total 196 (6.57) 254 (6.67) 450 (6.63)
Social perspectives
Expressing Socl 654 (21.92) 925 (24.30) 1579 (23.25)
Questioning Soc2 180 (6.03) 116 (3.05) 296 (4.36)
Connecting Soc3 967 (32.42) 1161 (30.50) 2128 (31.34)
Sub-total 1801 (60.38) 2202 (57.84) 4003 (58.95)
Total 2983 (100) 3807 (100) 6790 (100)

practical perspectives (8.56% vs. 2.92%, Z="7.21, p<0.001) than the LLGs. whereas,
the LLGs (40.62%) had a higher percentage of discourses in cognitive perspec-
tive than the HLGs (30.77%) (Z=-6.23, p<0.001). The above comparison results
revealed that (a) the HLGs tended to solve problems more collaboratively; (b) the
HLGs took the practical perspectives important and talked more about it; and (c) the
LLGs made more effort to the identification of computational concepts, which is the
premise of forming flow design ideas and completing programming tasks correctly.

5.3 Network of CT processes in pair programming
5.3.1 Mean network of all groups

A mean network was generated by accumulating all group discourses. It shows not
only the CT processes categories identified in all group discourses, but also the con-
nections (co-occurrence relationship) between categories. The resulting network
model was then projected onto a two-dimensional graph, using X and Y axes to cap-
ture the significant characteristics of the network (Gasevié, et al., 2019; Sun, et al.,
2022). Figure 3 shows the mean network model of all group discourses projected.
We can observe that the CT processes related to cognitive perspectives are mostly
on the right side (e.g., Cogl, Cog2, Cog3, Cog4), with those related to social per-
spectives clustered on the left side (e.g., Socl, Soc2, Soc3). CT processes related to
practical perspectives are distributed across the X -axis.
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Table 3 No. (%) of CT

sses b HLGs and Dimensions High-Level Groups Low-Level Groups
Ei)éesses etween S an (HLGs) LG
S
No % No %

Cognitive perspectives

Cogl 96 4.89 120 7.01
Cog2 53 2.70 74 4.32
Cog3 120 6.11 157 9.18
Cog4 138 7.03 126 7.36
Cog5 197 10.04 218 12.74
Total 604 30.77 695 40.62
Practical perspectives
Pral 52 2.65 4 0.23
Pra2 42 2.14 16 0.94
Pra3 74 3.77 30 1.75
Total 168 8.56 50 2.92
Social perspectives
Perl 399 20.33 387 22.62
Per2 101 5.15 94 5.49
Per3 691 35.20 485 28.35
Total 1191 60.67 966 56.46

As shown in Table 3, the biggest five nodes are Soc3, Socl, Cog5, Cog3, and
Cog4, which are consistent with the frequencies presented in Table 3.

The co-occurrence between connecting (Soc3) and expressing (Socl) is the most
significant, which seems to suggest that the two students in each pair tried to under-
stand each other through expressing and connecting. Similarly, the connection between
data (Cog5) and connecting (Soc3) and between data (CogS) and expressing (Socl) is
the second most significant which seems to reveal that the pairs tried to make sense
of the data in the problems through expressing and connecting. Finally, the connec-
tions between two social perspectives (Soc3 and Socl) and two cognitive perspectives
(Cog3 and Cog4) were also important for them to decide what computational knowl-
edge to use for solving the problem Among the connections between practical per-
spectives and the other two perspectives, the connection between abstracting & mod-
ularizing (Pra3) and connecting (Soc3) and expressing (Socl) is the highest, which
reveals that the pairs discussed more in the abstracting, decomposing, and modular-
izing processes. The connections among other CT process categories are very faint.

Visual flow design in computational problem-solving entails a process of prob-
lem decomposition and algorithm design, the core of which is abstraction and mod-
ularization concerning computational practices. In this regard, below (Episode 1)
shows G4’s discourse in solving the Diet Problem in the visual flow design stage.

S1: It can be implemented with loop nesting.

S2: Well, let’s draw the process.
S1: In the beginning, a is set to 1 while all others are set to 0.
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o Pra2
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Fig.3 Mean network of all groups

S2: And then can we judge?

S1: Yes, and then judge whether a is less than or equal to 5.

S2: If it is not less than or equal to 5, it is meaningless to output.

S1: Well, if it is, it will start to enter the loop.

S2:.When will they be output?

S1: Continue to judge that they meet this condition, and they will output.
S2: If they are not satisfied, where will they go back?

S1: Go around to this position.

The navigator, S1, first proposed the use of loop nesting (Cog2) to solve prob-
lems, and then S2, as the driver, agreed and suggested seeking the path of loop nest-
ing through flow design (Pra3). Next, S1 proceeded to define and initialize variables
(Cog5), and then S2 asked for the next step (Soc3). S1 replied positively and gave
steps of conditionals (Cog3), after that S2 expressed opinions on judgment results
(Socl). S1 agreed and expressed opinions on loops (Cog2), and S2 subsequently
asked for instructions on sequence (Cogl). S1 answered the questions on condition-
als (Cog3) and S2 asked for the end of the loops. S1 answered based on the scaffold-
ing and ultimately solved the problem of the return point.

5.3.2 Differences in the network of CT processes between HLGs and LLGs
ENA was applied to further compare the connections and interdependence of CT

processes between the HLGs and LLGs in coding for solving the two problems. Fig-
ure 4 shows the subtraction network of CT processes between the HLGs and LLGs,
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ENA2
(34.3%)

ENA1
(26.4%)
Pral @ @ Cog1
Units: Level > Group B High-Level Groups (HLGs)
Conversation: Level > Group [ Low-Level Groups (LLGs)

Fig. 4 ENA networks of computational thinking for the HLGs (red) and LLGs (blue)

showing the differences in the patterns of CT process connections between the two
clusters. The minimum edge weight was set as 0.13 to strike out the low correlation
between CT processes. The HLGs are represented by the red dots and the LLGs by
the blue dots. The red square represents the centroid (mean position of the projected
points) of HLGs, and the blue square represents the centroid of LLGs. The horizon-
tal axis of the ENA space (ENA1) depicted CT processes as the right side with the
computational concepts (e.g., Cogl, Cog3, Cog4, Cog5) and the left side with the
computational practices (e.g., Pral, Pra3) and perspectives (e.g., Soc3).

Mann Whitney U test was used to compare the distribution of projection points
between HLGs and LLGs in the ENA space (Swiecki et al., 2020). A significant dif-
ference (MDN =-1.50, N=3, U=9.00, p=0.10, r=—1.00) was found on the hori-
zontal axis (ENA1) of the ENA space at Alpha=0.05 level. The subtraction network
showed that the strong correlation in the HLGs primarily reflected practical and
social perspectives, while those in the LLGs mainly reflected cognitive perspectives.

Moreover, the discourse of the HLGs revealed higher correlations across the three
dimensions, especially between operators (Cog4) and connecting (Soc4) and iteration
(Pral), and between iferation (Pral) and expressing (Socl), which seems to suggest
that HLGs employed a more systematic approach, discussing more in theoretical con-
struction and practical testing. In contrast, the discourse of the LL.Gs exhibited stronger
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associations between two cognitive perspectives (Cog3-Cog5), and between social and
cognitive perspectives (Soc1-Cog4/Cog5). The connections between practical perspec-
tives and others are very faint. It seems to reveal that LLGs committed to solving prob-
lems through communicating more on concept recognition. The connection coefficients
of the six lines in the ENA networks for both HLGs and LLGs are presented in Table 4.

To further reveal the differences in CT process patterns between HLGs and
LLGs, two sets of transcriptional examples were selected for analysis.

The following transcriptional example (Episode 2) illustrates the problem-solv-
ing process of group 4 (one of the HLGs) during the coding, testing, and debugging
stage for the Kaprekar Problem. S1 served as the navigator and suggested running the
program (Pra2), then S2 acted as the driver and compiled the program successfully
(Pra2). However, S1 found errors in the running result (Soc3), while S2 believed there
was an error in the sorting (Socl). The pair then proceeded to debug the program step
by step after S1 suggested (Pra2). Subsequently, S2 discovered problems with the code
(Socl), while S1 suggested finding problems through the flowchart (Pra3). When S2
expressed confusion about loops (Cog2), S1 provided a viewpoint (Socl). After S2
made modifications to the code and provided explanations (Pra2), and S1 added con-
ditionals (Cog3), the program was finally executed successfully (Pra2).

S1: Let’s try it.

S2: Wow, that’s right. Come in and have a look.
S1: Ah, what is this?

S2: Wrong sort.

S1: Let’s debug.

[Note] Students debug the program step by step
S2: The first three are all right, but they didn’t jump out
S1: Let’s see that if it is 6174, it will jump out
S2: Where will it jump from?

S1: Jump here as a semicolon.

S2: If it is satisfied, exit completely.

S1: If not, continue looping.

S2: Wow, we did it.

Episode 2 demonstrated that when program errors emerged during pair pro-
gramming, the students relied on flow design scaffolding to debug and successfully

Table 4 Connection coefficients

of the ENA networks of HLGs Connection HLGs LLGs

and LLGs Cog4-Soc3 (Operators-Connecting) 0.28 0.09
Cog4-Pral (Operators-Iteration) 0.13 -
Pral-Socl (Iteration-Expressing) 0.19 0.01
Cog3-Cog5 (Conditionals-Data) 0.17 0.28
Cog4-Socl (Operators-Expressing) 0.17 0.28
Cog5-Socl (Data-Expressing) 0.26 0.43

HLGs =High-Level Groups, LLGs =Low-Level Groups
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identify and solve problems. Working collaboratively, they listened to each other’s
opinions and reached a consensus, demonstrating effective communication.

The following transcriptional example (Episode 3) depicts the problem-solving pro-
cess of group 14 (one of the LLGs) during the coding, testing, and debugging stage of
the Kaprekar Problem. S1 acted as the navigator and suggested running the program
(Pra2), while S2 acted as the driver, and ran the program unsuccessfully (Pra2). Subse-
quently, S1 suggested using loops for the output array (Socl) and S2 replied passively
(Soc3). When S1 suggested modifying the program (Socl), S2 became disheartened
by the presence of bugs (Socl). Although S1 later discovered problems in the func-
tion header files (Socl), S2 questioned her (Soc2). Despite S1 making suggestions
after answering questions (Soc3), S2 still ignored the errors and ran the program again
(Pra2). Unfortunately, the program still failed to run successfully.

S1: Let’s run it.

S2: It is wrong.

S1: It has to use a loop for the output array.

S2: Everything is troublesome after learning the loops.

S1: Try to comment on the previous one.

S2: Why was it always wrong?

S1: Wait, we didn’t have a function header file.

S2: Why did I use a header file?

S1: It’s necessary to use the header file for maximum function. Try it first.
S2: Why could annotated things still appear in the wrong places? No matter if
click again, it will run directly

S1: If not, continue looping.

S2: Wrong again.

[Note] Student failed to run the program until the end of the task

It appeared that the pair in Episode 3 relied on trial and error instead of following
conventional debugging operations to identify problems at different levels. However,
they were unable to come to a consensus and make effective corrections until after
completing the task, ultimately leading to the program’s failure.

5.4 Differences in CT patterns between HLGs and LLGs in solving the two
problems

ENA was further applied to draw the subtraction network between HLGs and LLGs
in pair programming for solving the Diet Problem (Fig. 5(a)) and the Kaprekar Prob-
lem (Fig. 5(b)).

Network(a) and Network(b) as shown in Fig. 5, independently reveal the CT pro-
jected points and their means in ENA space while solving two problems. Similar
to Fig. 4, set the minimum edge weight to 0.13, and the HLGs are represented by
red dots in the ENA network, while the LLGs are represented by blue dots. The red
square represents the centroid of the HLGs, while the blue square represents the
centroid of the LLGs. The horizontal axis (ENA1) of the ENA space depicted CT

@ Springer



Education and Information Technologies

as the right side with cognitive perspectives (e.g., Cog3, Cog4, Cog5), and the left
side with practical perspectives (e.g., Pral, Pra2, Pra3) during the Kaprekar Problem
solving. Whereas in the Diet Problem solving, the same axis was relatively weak in
depicting practical perspectives, The vertical axis (ENA2) of the ENA space distrib-
uted CT as the upward side with social perspectives (e.g., Socl, Soc2, Soc3).

The Mann—Whitney U test was used to compare the distribution difference of pro-
jection points between HLGs and LLGs in ENA space in solving the two problems.
The Alpha=0.05 level of the horizontal axis (ENA1) in the ENA space showed a
statistically significant difference both in the Diet Problem (MDN=-1.54, N=3,
U=9.00, p=0.10, r=-1.00) and Kaprekar Problem (MDN=-1.94, N=3, U=9.00,
p=0.10, r=-1.00).

In the Diet Problem, the discourse of the HLGs revealed higher correlations
between social and cognitive perspectives (Soc3-Cog3/Cog5) while LLGs showed
a close relationship between two cognitive perspectives (Cog3-Cog4), and between
cognitive and social perspectives (Cog4-Soc2). It showed that HLGs commit-
ted to discussing the concepts of conditionals and data to solve problems while
LLGs argued more about how to operate. In the Kaprekar Problem, the discourse
of the HLGs revealed higher correlations among the three dimensions, especially
between practical and cognitive perspectives (Pral-Cog4/Cog5), and between social
and practical perspectives (Socl-Pral/Pra2/Pra3, Soc3-Pra2), and between cog-
nitive and social perspectives (Cog4-Soc3). While LLGs merely showed a close
relationship between cognitive and social perspectives (Cog4-Socl, Cog5-Soc3).
Compared to the Diet Problem stage, the CT processes displayed a more system-
atic and holistic connection in the subtraction network between HLGs and LLGs
in solving the Kaprekar Problem. with complicated and developmental CT process
patterns. Specifically, the discourses of HLGs expanded more on practical perspec-
tives, with complicated and developmental CT process patterns. Meanwhile, LLGs
showed some differences in social perspective, mainly reflected in the strengthened

ENA2 ENA2
(30.9%) (30.2%)
L ]
Cog4
° ’ o Pra2
o Pra3

[
ENA1 Soc3 ‘m® ENA1
(20.1%) Py Soc2 (34.3%)
Cog3
Cog5 Cog5
®
® [ ]
(a) Diet Problem (b) Kaprekar Problem
Units: Level > Group W High-Level Groups (HLGs)
Conversation: Level > Group Low-Level Groups (LLGs)

Fig.5 Subtraction networks of CT between the HLGs (red) and LLGs (blue) in solving the two problems
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relationships with connecting and expressing, and the weakened connection with
questioning, and their CT process patterns were relatively similar and fixed. The
connection coefficients of these ENA networks are shown in Table 5.

To further explain the difference thoroughly in the CT patterns between HLGs
and LLGs in pair programming, ENA was used to show the centroid of the CT pro-
cess between two groups in the ENA spaces from Diet Problem to Kaprekar Prob-
lem (see Fig. 6).

The centroid of the ENA network model refers to the median value of the network
and depends on the arithmetic mean value of the edge weight of the ENA network
model. In Fig. 6, the red dot represents the network centroid of HLGs, while the
blue dot represents the network centroid of the LLGs. In the ENA network space,
the centroid on the right side indicates stronger and more connection on the right
while the centroid on the left side indicates stronger and more connection on the left.

It can be seen from Fig. 6 that the centroids of HLGs are mainly on the left side
of the ENA network space, revealing more connections with practical and social
perspectives. The centroids of LLGs are mainly distributed on the right side, show-
ing more connections with cognitive perspectives. As shown in Fig. 6, development
paths and CT process patterns showed differences between HLGs and LLGs from

Table 5 Connection coefficients of the ENA networks in the HLGs and LLGs in solving the two prob-
lems

Task stages Connection HLGs LLGs

CT Processes for Solving the Diet Problem

Cog3-Soc3 (Conditionals- 0.32 0.13
Connecting)

Cog5-Soc3 (Data- Connecting) 0.25 0.11

Cog4-Soc2 (Operators-Ques- 0.01 0.14
tioning)

Cog3-Cog4 (Conditionals- 0.12 0.32
Operators)

CT processes for solving the Kaprekar Problem

Cog5-Pral (Data-Iteration) 0.21 0.02

Pral-Socl (Iteration-Express-  0.28 0.01
ing)

Pral-Cog4 (Iteration-Operators) 0.17 -

Pra2-Socl (Testing & Debug-  0.21 0.01
ging- Expressing)

Pra2-Soc3 (Testing & Debug-  0.17 0.03
ging-Connecting)

Pra3-Socl (Abstracting & 0.18 -
modularizing-Expressing)

Cog4-Soc3 (Operators-Con- 0.22 0.03
necting)

Cog4-Socl (Operators-Express- 0.13 0.49
ing)

Cog5-Soc3 (Data-Connecting)  0.18 0.58

HLGs =High-Level Groups, LLGs =Low-Level Groups
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the Diet Problem stage to the Kaprekar Problem stage. HLGs began to maintain
active communication and ended with debugging and testing. On the contrary, LLGs
were committed to the elaboration of the computational concept but lacked practical
means to solve problems.

6 Discussion

The study collected students’ discourse data and employed an integrated analysis
approach from both quantitative and qualitative perspectives to reveal CT processes
in pair programming.

Firstly, statistical analysis was conducted to show the frequencies and distribution
of CT framework elements. On the whole, pairs interacted more frequently around
cognitive and social perspectives, leading to idea exchange and the formation of
computational perspectives. This finding is consistent with previous studies (Hopcan
et al., 2022; Satratzemi et al., 2021). Peer interaction was reflected in help-seeking
and feedback (Lopez-Pellisa et al., 2021), encouragement (Meier et al., 2007), and
error review (Satratzemi et al., 2021), highlighting the importance of collaborative
problem solving. Comparing HLGs and LLGs, significant differences in the fre-
quencies and distribution of practical and social perspectives emerged, with HLGs
performing higher than LLGs. This aligns with previous research demonstrating
that application courses emphasize problem solving and skill development through
practice-based learning (Sankaranarayanan et al., 2022). Collaborative interac-
tion, involving task factors and social attributes (Soller & Lesgold, 2007), aims to
solve problems and develop skills (Swiecki et al., 2020). Through communication,
members exchange information based on tasks, coordinate behaviors and ideas, and
construct knowledge (Yiicel & Usluel, 2016). Externalizing ideas with words can
further stimulate partners to rethink their ideas, identify reasoning problems (Kol-
loffel et al., 2011), and promote thinking development. Moreover, both the HLGs
and LLGs focused on the identification of concepts, which is a fundamental step in
problem solving. However, there were significant differences in the frequencies and
distribution of cognitive perspectives, with LLGs having a higher proportion than
HLGs. Similar results can be found in Zhang et al. (2022), showing that LLGs tend
to spend more time on basic issues during collaboration, hindering their ability to
transition to higher-level activities, and leading to low academic performance.

Second, the ENA network was utilized to reveal CT process patterns of all groups
and differences between HLGs and LLGs. The mean network diagram illustrated
CT process patterns in all groups, revealing that concepts related to conditionals,
operators, and data emerged frequently from communication and the expression of
perspectives, which are crucial to solving programming problems. Moreover, pairs
frequently used flow design scaffolding to sort out problem-solving models formed
by computational concepts and support clear communication in a schematic form.
This finding is consistent with previous studies (Ibrahim et al., 2018; Zhang et al.,
2021) indicating that visual flow design could help learners decompose tasks and
sharpen their programming problem-solving skills. However, the process was
closely related to connecting, indicating that pair communication mainly focused on
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flow design. Despite pre-class skill training, students still experienced difficulties in
selecting and generating flowcharts for constructing problem-solving models. Pro-
gressive learning strategies are required to master this skill, as noted in previous
research (Zhang et al., 2021). The subtraction network of all groups revealed dif-
ferences in CT patterns between HLGs and LLGs. Our findings suggested a posi-
tive correlation between the comprehensive CT process patterns and high-quality
programming problem-solving outcomes. HLGs had stronger connections among
cognitive, practical, and social perspectives, while LLGs only had stronger connec-
tions between cognitive and social perspectives. Similar to the results of the pre-
vious study (Wu et al., 2019), HLGs exhibited a more systematic pattern of con-
cept identification, model construction, and iterative testing in pair communication,
while LLGs focused mainly on cognitive perspectives with little co-occurrence of
multiple sub-dimensions of CT. The reason might be that HLGs made work plans
at the beginning of solving problems and viewed programming stages as a whole.
In contrast, LLGs regarded programming stages as separate ones and lacked practi-
cal ability in idea integration, code review, and iterative testing. Moreover, a posi-
tive collaborative learning atmosphere is conducive to idea formation and problem
solving (Martin & Collie, 2019). The original discourse data that HLGs tended to
establish a positive collaborative learning atmosphere through equal dialogue, while
LLGs struggled to form a consensus regarding the key to solving the problem. As
not all students have the same learning abilities in group learning, creating an incen-
tivizing learning atmosphere is essential (Supena et al., 2021).

Third, the collaborative problem-solving process is characterized by periodicity
(Swiecki et al., 2020). By analyzing the differences in CT between HLGs and LLGs
during different programming tasks using ENA, it may be possible to identify the
reasons for the differences in collaborative performance (Zhang et al., 2022). Com-
pared to the Diet Problem, the differences in CT process patterns in practical per-
spectives were more prominent between HLGs and LLGs, with slight differences
in the connection of cognitive perspectives codes in the Kaprekar Problem. One
possible explanation is that case-based reflection promoted concept learning bet-
ter (Sankaranarayanan et al., 2022), After the first pairing, students were asked to
reflect on their learning activity. In the second pairing, HLGs directed more atten-
tion towards testing, debugging, and iteration after realizing the importance of prac-
tical testing in problem solving, while LLGs strengthened the interaction to reach
an agreement rather than mutual questioning. Therefore, teachers should guide
learners to reflect on the learning process after corresponding collaborative learning
tasks, to check the deficiencies and improve learning efficiency. Moreover, although
both HLGs and LLGs exhibited differences in the two problem-solving activities,
the different characteristics indicate their transformed CT process patterns. This is
in line with the conclusions of the existing literature, that is, HLGs adopted differ-
ent CT patterns in pair programming for the two problem-solving activities, with
complicated and developmental CT processes (Zhang et al., 2023), featuring mul-
tiple dimensions of CT more closely related and interactive. LLGs maintained rela-
tively fixed CT patterns with little co-occurrence of multiple dimensions of CT (Xu
et al., 2020). The reason might be attributed to the different meta-cognitive abilities
between HLGs and LLGs. HLGs concentrated on self-regulation through a more
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integral perspective, making them better at monitoring the problem-solving pro-
cess. Conversely, LLGs focused on a single aspect of reflection, lacking overall self-
regulation ability. Echoing this finding, reflection is formed from a deep learning
approach (Ghanizadeh, 2017). Students with higher academic performance ponder
thoroughly, reflecting on the purpose and nature through problem-solving, rather
than simplistically handling tasks. Incorporating reflective learning strategies into
learning activities can help students enhance academic performance and encourage
deep learning (Tsingos et al., 2015).

7 Conclusion

This research provides valuable insights into undergraduates’ CT processes in
pair programming problem solving. The CT process patterns of HLGs and LLGs
were analyzed in detail, revealing the relationship between CT and academic per-
formance, and explaining differences at different problem-solving stages. This
work is essential in providing a theoretical explanation of CT processes that may
lead to good performance in programming. Methodologically, this study has
incorporated an integrated analysis approach from both quantitative and quali-
tative perspectives into group discourse analysis. This approach has enriched
the understanding of CT processes and their interaction relationship from three
dimensions, providing a comprehensive analysis of students’ CT development in
pair programming problem solving. In addition, the research results have impli-
cations for educational practice. The findings of CT process patterns provide a
reference for educators in programming education to design interventions aimed
at enhancing students’ CT.

Although this study provides insight into problem-solving and CT processes in
pair programming, there are some limitations. Firstly, the study was conducted in
the context of a university programming course, where the specific characteristics
and difficulties of the programming tasks and personalized guidance could have
influenced the CT mode. Therefore, the results of this study may only apply to simi-
lar research backgrounds. Secondly, the small sample size of only 30 students (15
pairs) may have led to the omission of some key CT patterns. In addition, although
students were grouped based on prior knowledge, other personality characteristics
such as gender, attitude, and cognitive style would inevitably affect CT process pat-
terns. Finally, the analysis of students’ CT based on discourse data is insufficient.
The use of behavior data from flow design and coding as an additional data source
could provide a more comprehensive evaluation of CT. However, the collabora-
tive editing platform employed in this study limited our access to such behavior
data. Future research could enhance credibility and expand the research results by
strengthening the investigation of specific subject tasks and student group character-
istics. It is also essential to conduct research in multiple programming courses and
expand the sample size to increase the validity of the findings. Moreover, collecting
other data sources, including discourse data, behavior data, and eye movement data,
would enable a comprehensive analysis of the nature of students’ CT processes in
programming learning.
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