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ABSTRACT

This paper proposes a new damage detection method by integrating the advantage of transmissi-
bility function (TF) as a health index sensitive to damage but robust to excitation and agglomer-
ative hierarchical clustering (AHC) with intuitive explanation and visualization but avoiding
specifying the number of clusters. Different from conventional AHC-based damage detection
methods utilizing deterministic distance as a similarity metric and ignoring the distribution of
structural features, a multivariate probabilistic distance-based similarity metric is proposed in
this study to account for the uncertainty and correlation of multiple TFs following multivariate
complex-valued Gaussian ratio distribution. To realize this, an analytically tractable approxima-
tion of the multivariate probabilistic distance is derived by Laplace’s asymptotic expansion to
avoid high-dimensional numerical integration. To accelerate the computation of probabilistic
distances over a wide frequency band that are fused to formulate the similarity metric in AHC, a
function vectorization scheme is proposed to avoid the time-consuming loop operation among
different frequency points. A threshold is established via bootstrapped Monte Carlo simulation
to cut the dendrogram produced by AHC. Two case studies are used to validate the performance
of the proposed method, indicating that, compared to the damage detection methods based on
the deterministic distance of the TF, the proposed method exhibits better performance due to
improving the similarity metric based on multivariate probabilistic distance properly accommo-
dating the correlation of different TFs.

1. Introduction

Engineering structures inevitably experience degradation during long-term operation, which, if not well-handled, could result in
structural failure leading to severe casualties and monetary losses. To date, structural health monitoring (SHM) has become a promis-
ing candidate to prevent these catastrophic events and preserve the service life of structures. SHM usually refers to the entire process
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of establishing a damage identification or condition analysis system, which mainly involves obtaining response measurements with
periodical intervals, extracting damage-sensitive features, as well as conducting statistical analysis of these features to determine the
current state of system health and predict the residual life [1]. Damage detection is one of the most widely applied SHM techniques
[2,3], which provides a qualitative indication of the existence of damage as well as the basis for further damage identification tasks
and can be divided into model-driven methods and data-driven methods [4,5]. Model-driven methods employ numerical models to
detect the change in structural condition, but difficulty falls into obtaining a precise model, especially for large complex structures. In
contrast, data-driven damage detection relies on statistical pattern recognition of damage-sensitive features based on machine learn-
ing algorithms, which mainly contain unsupervised learning and supervised learning methods [1,6]. Supervised damage detection
can achieve high-level objectives including damage localization, classification, and quantification based on regression and classifica-
tion algorithms, but its application is often restricted due to the unavailability of class labels corresponding to damage scenarios. Al-
ternatively, unsupervised damage detection only utilizes data from the baseline condition to determine whether structural damage
exists and thus is more applicable in many scenarios.

Currently, unsupervised damage detection approaches are dominated by novelty detection based on outlier analysis, where data
from a baseline state is used to define the normal condition and deviations from this condition indicate the occurrence of damage [1].
A pioneering work in this field was proposed by Worden et al. [7], where they adopted the Mahalanobis squared distance (MSD) as
the damage index and used a Monte Carlo simulation-based threshold to distinguish the normal condition and the damaged condi-
tion. This idea was subsequently followed and modified by many other researchers [8-12]. Inspired by the extreme value theory
(EVT), Sarmadi and his colleagues [13-15] proposed a series of statistical methods to estimate the threshold value in damage detec-
tion with the presence of environmental and operational variabilities (EOVs). Despite the great achievements reached, most novelty
detection methods fall into a two-class assumption, which fails to provide additional operating information on the structure that
would help a decision-maker decide on further treatment methods for the detected structural anomaly [16]. Clustering is a popular
approach to counteract the two-class assumption and has been widely applied in unsupervised damage detection, which performs a
partition of data space into several clusters based on the intrinsic similarity of data points. Santos et al. [17] compared the perfor-
mance of K-means, Gaussian Mixture Models (GMM), Support Vector Clustering (SVC), and Self-Organizing Maps (SOM) algorithms
on benchmark datasets to validate the applicability of clustering-based methods for bridge damage detection. Figueiredo and Cross
[18] proposed a GMM-based method for damage detection under unknown sources of variability, which exhibits better performance
than some novelty detection methods on the Z24 bridge dataset. Alamdari et al. [19] proposed a spectral-based modified K-means
clustering method to identify jack arches with abnormal responses. The feasibility of this method is validated via the monitoring data
of the Sydney Harbour Bridge.

However, it is worth noting that a major challenge for these clustering-based damage detection methods is that most clustering al-
gorithms require a predefined number of clusters, which could limit their applications as there is no standard method to determine
the optimal number of clusters [19,20]. Conditioned on this frequently encountered issue, agglomerative hierarchical clustering
(AHC) seems to be a promising candidate for unsupervised damage detection because its implementation only requires two character-
istics, namely the similarity metric and the linkage criterion, while the number of clusters can be determined intuitively based on the
similarity between clusters [21]. Meanwhile, AHC could present a clear visualization of multivariate data and identify the data’s
structure, which is suitable for damage detection with multiple damage scenarios [22]. Over the years, the feasibility of AHC for dam-
age detection has been investigated and verified by many researchers [22-24]. However, these works adopted deterministic similar-
ity metrics such as Euclidean distance and cosine distance, while ignoring the inherent probability distributions of the investigated
structural features in the clustering process and thus cannot properly accommodate the uncertainties caused by measurement noise
and EOVs, as well as the correlations among multivariate variables. This issue could limit the performance and robustness of AHC-
based damage detection methods in real applications.

With the aforementioned issues and challenges, this work proposes an AHC framework enhanced by a multivariate probabilistic
distance of TF vectors for damage detection based on the theoretical findings of circularly-symmetric complex Gaussian ratio distribu-
tion of TF vectors [25]. TF vector is used as the damage-sensitive feature to incorporate the correlations among dynamic responses at
different degree-of-freedoms (DOFs) of the structure. The Bhattacharyya distance (Djp) is adopted to quantify the difference between
the probability density functions (PDFs) of TF vectors to accommodate the uncertainties. Based on the Laplace’s asymptotic expan-
sion, an approximation method is developed to solve the intractable high-dimensional integration in the calculation of Dg. Then, a
data fusion method is adopted to integrate information over a selected frequency band and formulate the similarity metric in AHC,
while a function vectorization scheme is proposed to reduce the computational cost based on the independence of TF at different fre-
quencies [26]. A threshold is constructed via bootstrapped Monte Carlo simulation combined with an empirical quantile estimator to
cut the hierarchical dendrogram and obtain the damage detection result.

The major contributions of this work can be summarized as follows, and a schematic overview of the proposed damage detection
method is shown in Fig. 1:

e A damage detection method is proposed based on TF vectors and a novel AHC framework enhanced by probabilistic distance,
which overcomes the limitation of conventional deterministic distance-based AHC that is incapable of properly accommodating
uncertainties and correlations among multivariate variables;

e A Dg-based similarity metric is introduced to accommodate the uncertainties and correlations of multiple TFs, and an
analytically tractable approximation of Dg is derived based on Laplace’s asymptotic expansion;

e A function vectorization scheme is developed to reduce the computational burden caused by integrating information (i.e., TFs)
over a wide frequency band.
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Fig. 1. Schematic overview

of the proposed damage detection method.

2. Recap of TF-based damage detection and agglomerative hierarchical clustering

The aim of structural damage detection is to distinguish the data under a damaged state from the normal condition, which requires
structure features extracted from raw response measurements that are sensitive to the change in structural condition [1]. Over the
years, TF has become an increasingly popular damage-sensitive feature since this output-to-output relationship remains valid in the
absence of information about ambient excitation [11,27] and is more sensitive to damage than dynamic properties [28]. A pioneering
work of TF-based damage detection was proposed by a research group at NASA, where they adopted the integral of the difference of
TFs under different states over a frequency band as the damage indicator [29]. This method has since been applied and further im-
proved in [30,31]. Maia and his colleagues [23,32,33] proposed a series of TF-based damage detection and quantification methods,
which demonstrate the applicability and efficiency of TF for damage detection. Considering the uncertainties arising from measure-
ment noise and EOVs, Mao and Todd [34,35] proposed a power spectral density (PSD)-based statistical model to quantify the uncer-
tainty of the magnitude of TFs for damage detection.
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Agglomerative hierarchical clustering is an unsupervised technique that can be used to discriminate damage-sensitive features
come from different structure states. This technique builds a binary tree called dendrogram initiating from leaf nodes containing indi-
vidual data points to the root node that includes the whole dataset [21]. Each node represents an independent cluster, and the den-
drogram is constructed by iteratively merging the two most similar clusters. Generally, AHC employs a certain deterministic distance
to quantify the difference between samples, while the difference between clusters is determined via a specific linkage criterion [21].
However, a limitation of conventional AHC in damage detection is that the deterministic distance-based similarity metrics and weight
assignment-based linkage criteria ignore the inherent probability distribution of the damage-sensitive features used for clustering and
thus are incapable of properly accommodating the uncertainties and correlations among multivariate variables, which promotes the
development of probabilistic distance-based AHC methods.

3. Agglomerative hierarchical clustering enhanced by multivariate Bhattacharyya distance of TFs

In this work, an agglomerative hierarchical clustering framework is proposed for damage detection based on the probabilistic
model of TF vectors and the Bhattacharyya distance. The basic assumption is that the probability distribution of TF vectors obtained
from the normal condition of the monitored structure diverges from the probability distributions of those drawn from potential dam-
aged states. Dj is adopted to measure the difference between distributions of TF vectors, and the Dj over a frequency band are fused
as the similarity metric to improve the robustness of the proposed method. Meanwhile, a function vectorization scheme is proposed to
reduce the computational cost and accelerate the data fusion process. Additionally, a bootstrapped Monte Carlo simulation method
combined with an empirical quantile estimator is adopted to establish a threshold to cut the dendrogram and obtain the damage de-
tection result.

3.1. Multivariate probabilistic Distance-based similarity metric accommodating uncertainty and correlation

3.1.1. Probability distribution of TF vectors

Conditioned on a set of response measurements in time domain y (¢) = { Vo@D (@, ..., V-1 (t)} for a linear system
with 7, DOFs under a stationary excitation, the dynamic responses in the frequency domain can be obtained via Fast
Fourier Transform (FFT) and are denoted by ¥; = Y}? + iYkS = { Y(’)‘ YR L Y'I:o—l } A TF is defined as the ratio of an arbi-

trary response Yik to a reference response Y/-k and is denoted by U,I/‘

It is worth noting that all the subscripts and superscripts, , in this work denote the frequency @. Fixing the reference response, a
TF vector at frequency @k can be formulated:

T
T Yk vk oy YF
k_ [k gk k k I S ) i n,—1
Uk = {ULO,UZ,O,...,ULO,...,U%_LO}(n T e 2
° 0o "o 0 0
(n,—1)x1

According to Ref. [25], the TF vector 7 = U® + iUS follows a multivariate circularly-symmetric complex Gaussian
ratio distribution, and the real-valued vector integrating the real and imaginary parts of the TF vector, denoted by

y = [(UW)T, (US)T]T, has a PDF in the following form:

(ny=1)!
py(")z 1 n 3

~15 ~—1 7%
71;"0—1|Z Z[I]TE "]

>

_ Rr\T \7 . o« . = 1[=® =8
where 11 = [1, (u ) ,0, (u ) ]2n0><1’ u = u™ + iuS composes of the values of the ratio vector U; X = 3 [25 R
T = % 4 =9 denotes the covariance matrix of the frequency domain responses Y. The statistical model of TF vectors
will be used for damage detection in combination with an agglomerative hierarchical clustering framework in the fol-
lowing part.
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3.1.2. Bhattacharyya distance between probability distributions of different TF vectors

In this work, the Bhattacharyya distance (Djp) is adopted to measure the difference between distributions of TF vec-
tors as it has been proved in [36,37] that Dp could capture a higher level of statistical information from the investi-
gated variables and is more comprehensive for uncertainty treatment than some traditional metrics. For two continu-
ous probability distributions p (x) and g (x) over @, Dj is defined as [38]:

Dy (p(x).q(x)) =—1In (/ vp (X)Q(X)dx> 4

Assume that the PDF of the real-valued TF vector under the baseline condition is denoted by 7, () and is given in
Eq. (3). To avoid confusion, under a possibly damaged state, the PDF of TF vectors is denoted by:

(n,—1)!
: 5

~ |2 =l 770
e e

Pl =

Therefore, according to Egs. (3)-(5), Dp between P, (1) and p‘: (m) could be expressed as:

Dy (py m.p; (n)) =-In ( / \/Py mpe (n)dn> 6

Equation (6) describes a probabilistic distance between two distributions of TF vectors under different states, which will be
adopted to construct the similarity metric in the proposed AHC framework. It is worth noting that it is non-trivial for the Bhat-
tacharyya distance to discern whether the difference between two distributions arises from different means, different covariances, or
both, as Dp between two distributions only depends on the overlap area of their probability density functions [38]. As a result, Bhat-
tacharyya distance may not explicitly indicate the specific type of change in TF vector distributions caused by structural damage.
However, in the context of damage detection, this limitation would not be a significant concern because damage detection methods
mainly focus on providing a qualitative indication of the occurrence of structural damage without delving into detailed analysis of the
underlying damage mechanisms. Regardless of whether the deviation in the distribution of TF vectors from the normal condition
stems from difference in means, covariances, or both, it will change the overlap of these two distributions, and thus can be detected
using the Bhattacharyya distance.

3.1.3. Laplace’s asymptotic approximation for Bhattacharyya distance

Despite the attractive properties of D, its application is significantly restricted by the stochastic feature and unaffordable com-
putational burden resulting from integrating over the product of PDFs of multivariate variables. To overcome this limitation, the
Laplace’s asymptotic expansion is adopted to avoid numerical integration. Consider an integral in the following form:

1(9)=/QP(9)q(9)d0 7

where p (0) and ¢ (0) are smooth functions for 9 = {91 ,05, ..., GH}T and Q is a subregion of R”. By applying Laplace’s
method of asymptotic expansion to 7 (0), an approximation of the integral can be obtained [39]:

10) ~ 2m)1p (0%) ¢ (67) 2 8

H (6%)

where 7 is the dimension of 9; 6* is the global maximum of the integrand p (6) ¢ (0) over Q; H (9*) refers to the Hes-

sian matrix of f(6) = —In [p 0 ¢q (6)] at @ = 6*; and |- | denotes the determinant. Based on the Laplace’s approximation
method, Eq. (6) can be rewritten as:

VIU _l
Dy (py m.p* (n)) ~—In <<2n)7 /[P, )Pl )|H (n7) ) 9

_ R\ 3 T]T
Assume 7 [(u ) () 2n,—~1)x1

derivative and matrix blocking methods:

contains the variables in 71, the global maximum z* can be derived via matrix
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ra |p, (mp? ()
[@] M -0 10

at on

T=7*

Then n* can be obtained by back substitution accordingly. In terms of / (1), it can be expressed as Eq. (11) and cal-
culated via matrix derivative:

el ]| | 2upw] P[]

1
onon” 2 onon” 2 onon”

Hm =

The detailed derivation process of the global maximum #* and the Hessian matrix H (1) are described in Appendices
A and B, respectively. This approximation avoids direct integration over multivariate variables and hence significantly
enhances the feasibility of the proposed damage detection method. Nevertheless, it introduces additional computa-
tional costs, as well as potential approximation errors, compared to using alternative distances such as the Euclidean
distance and Mahalanobis distance, which is another drawback of using the Bhattacharyya distance.

3.1.4. Function vectorization scheme for data fusion

Conditioned on the asymptotic independence of TF at different frequency points [26], TF vectors over a frequency band are incor-
porated for damage detection to improve the robustness of the proposed method. The frequency band is determined using the feature
selection approach introduced in [40], aiming at obtaining features that are sensitive to damage while insensitive to EOVs. The ad-
vantage of this approach is that it can be directly implemented on the proposed damage detection method without any preprocessing
and postprocessing. Besides, this feature selection approach can be conducted without data from the damaged states as damage usu-
ally causes linear structure exhibit nonlinear behavior [16,41]. Assume the selected frequency band is denoted by

[wkl , wkz] = [kl Aw, szw] with Aw denoting the frequency resolution, a Dg vector can be formulated using the Dg values at each indi-

vidual frequency point and is denoted by ng"kZ] = {Dj;1 ,D];]H, ...,DZ? } Then, the magnitude of Dg‘“kZ] is used as the similarity met-

ric in AHC to quantify the difference between each pair of clusters, which is expressed as:

oy =\ (o) (of0) = (o) (057 ok (D) 12

Although the data fusion process improves the robustness of the proposed method since more information is incorporated, it
would unavoidably lead to additional computational cost that could limit the application of the damage detection method. Condi-
tioned on this issue, a function vectorization scheme in the environment of MATLAB is introduced to reduce the computational bur-
den. There are two types of arithmetic operations in MATLAB, namely matrix operations based on linear algebra, and array opera-
tions conducted element-wisely. The basic principle of the vectorization scheme is extending element-wise operations to matrix-wise
[42]:

e Assume A; and B; denote the k th slide of the three-dimensional matrices A and B with the same size, while ¢ is a
scalar value. The operation @ is defined as the sum of a matrix slide with another one or with a scalar:

A, OB, =A(,Lk+B(, Lk 13a
A, ®c=AG L+ 13b

e Correspondingly, simultaneous summation of a set of matrix slides with another set of matrix slides or with a scalar is defined

as:
Alkd] ©Bl] =A (5 0kt k) +B (5, 0k 1 ky) -
Al k] Dc=AC Lk Tk +e e

e On the other hand, the product of a matrix slide with another one or a scalar is denoted by the symbol ®:

A @B =A(, Lk XB(:, Lk) 15a
A ®c=A(, Lk Xe 15b

e Similarly, simultaneous multiplication operation of A[k, k,] with B[k, t,] or with c is defined as:

6
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070
Alk] ® B iy] =A (5 0k 1 k) XB (3,0, k 1 k) L6a
Al k] ®c=AG, Lk T k) Xe 16b

Based on these symbols, Dg values over the selected frequency band can be calculated simultaneously via matrix-
wise operations. According to Eq. (9), and the appendices, Dj at the frequency @&, denoted by Dg, is composed of three

y to denote the global maximums and

parts, namely py(ﬂ*)k, pd(fl*)k, and H(n*)k. Use (n*)[k] hol, glik], and (fld)[kl’kﬂ

the covariance matrices under different states over the selected frequency band, respectively. Then, it has:

N (no - 1) !
Py(ﬂ )[k1 k] _ ; - — o 172
o1 ® i[kl’kz] 2 ® |:<(,’>:<)[k1,k2]) ® (i[k]’kZ]) ® (n*)[klskz]:|
n,—1)!
pg("*)[kl’kz] = 1 ( ) 1 n 17b
~ \ [k1:k]]2 ~ \[ki&]\ ™ ‘
o=l ® <2d)[ el ® |:<(7l*)[kl'k2]>T ® <<Zd>[ 1 2]> ® ('l*)[kl’kZ]]

<lhdy\ 7! Ikl 7! !
(E[1~zl) @((El 1.2J> >

- -1
((,’*)[kl Kl >T® (i[kl vkz]) @il

H("*)[kl’kz] — _’% ®

-1 -I\T [ -1 -\T
’7<§[k1~1"2]> €B<(§[k1vk2]) ) ®(n*)[k1,k2]®((,7*)[k1,k2])T® (i[klkzl) e;((i[klvkz]) >}

4 2
((n*)[k] vf\'z])T@(f‘,[kl ’k2]> )k vkzl]

[((at,)[’”*"ﬂ)"%((ad)[’”*"ﬂ)")T o izl o)) ((ad)”l*"ﬂ)”@<((ad)”l*"ﬂ)“)T}

[((n*)[k‘ 'kZ])T®<<fd)[k1’kﬂ)_l®(11*)["' 'A’Z]} 2

("™ () ')

(('l*)[kl vkz])T®<(§d)[kl Ha] ) _l®(,'*)[k1 k]

@

17c

@

where the superscripts (-)~! and (- )" denote the inverse and transpose of each element contained in the correspond-

ing vectors, respectively. Then, Dz[ak] *2] can be derived using matrix-wise operations among p, (q*)[k‘ ’kz], p;‘f (q*)[k‘ ’k2],

_1
2) 18

The function vectorization scheme improves the computational efficiency and facilitates the data fusion process. It is worth noting
that the function “bsxfun” in MATLAB can be used to achieve this vectorization scheme directly.

and H(n*) k4] accordingly:

1 1
plrel (py (.py (n)) =-In <(2n)z" ® [py(n*)['“‘kﬂ] ‘® [p;’(n*)[kl’kﬂ] ‘® ‘H(n*)[kl’kﬂ

3.2. Linkage criteria using a parameter Self-adaptive updating scheme

In the context of AHC, the linkage criterion specifies the similarity between clusters based on that between individual samples.
There are four types of commonly used linkage criteria, namely single-linkage, complete-linkage, average-linkage, and Ward’s link-
age [21]. However, these methods simply assign different weights to individual samples without considering the probability distribu-
tions represented by the clusters and thus could lead to misleading results in real applications. This motivates the authors to propose a
novel linkage criterion accommodating the statistical model of TF vectors.



L.-F. Mei et al. Mechanical Systt d Signal P i
ei et a echanical Systems and Signal Processing xxx 1%%%3

According to Section 3.1.3 and the appendices, the approximated Dy between 2, (1) and pf (m) can be derived given
the covariance matrices of FFT coefficients. Therefore, a cluster can be represented by the covariance matrix of FFT co-
efficients of the data contained in it, denoted by X, in AHC. According to Ref. [43,44], the covariance matrix of FFT co-
efficients ¥ can be estimated via the expected value of the power spectral density (PSD) matrix S, namely X = E [S].
Based on these theoretical findings, a parameter self-adaptive updating scheme is proposed as the linkage criterion
in this work and is depicted in Fig. 2: Assume ¢» denotes a certain cluster, &,, denotes the data contained in ¢» and
there are N, sets samples contained in 9,,. At the  th frequency point, the covariance matrix of the FFT coefficients in
¢m can be estimated by taking the average of the PSD matrices derived from each set of FFT coefficients:

N, .
T =E[s"] = NLZY,({”)(YQ”)) 19
mp=1

where y denotes the n th FFT coefficients; Y* denotes the complex conjugate of ¥. At a certain level in the AHC,
two clusters ¢; and ¢ are merged to form a new cluster Cij, then the data contained in € can be expressed as
9,; = 2;UP;, and the corresponding covariance matrix 2;{” can be estimated via the expected value of PSD matrix of
D, -

NN

Nj+N;

/ *
() [y
Z Y, (Yk ) 20

n=1

T/ =E[s}] =
k k N; +N;

where N; and N, are the number of samples contained in 9; and 9}, respectively. During the AHC process, the covariance matrix
of the newly merged cluster is reassessed at each level, and then the similarity metric matrix between clusters is reconstructed.
This process terminates when all data are included in one cluster. It is worth noting that 7/ continuous measurements are used to
estimate the parameters of the clusters in the leaf nodes in this work, aiming at improving the robustness of the proposed damage de-
tection method.

3.3. Threshold estimation based on bootstrapped Monte Carlo simulation

The AHC algorithm generates a dendrogram that depicts the cluster merging process from leaf nodes to the root node. Then, a cut-
ting line is supposed to be established to obtain the clustering result, which is usually a threshold of the similarity metric [21]. In this
work, the threshold value of MDj is estimated via bootstrapped Monte Carlo simulation [45] combined with an empirical quantile es-
timator [15]. The rationale is that the training data from the normal condition are independent and identically distributed (i.i.d.) the-
oretically, and thus the difference of MDg between each pair of clusters in the training set is caused by modelling error and measure-
ment noise. In the proposed AHC algorithm, if the MDp between the clusters to be merged is less than the threshold, data in these two
clusters are supposed to follow the same distribution; otherwise, the two clusters are believed to represent different distributions. The
advantage of this method is that the bootstrapped Monte Carlo simulation could generate samples based on limited response measure-
ments without considering the underlying distribution of samples [45]. In contrast, generating TF vector samples directly from the
multivariate Gaussian ratio distribution seems not to be computationally affordable, especially for large-scale infrastructures with
many DOFs.

Fig. 3 presents the process of the threshold estimation method, which mainly contains the following steps:

(i) Conditioned on a (p X n) training set (number of dimensions X number of observations) obtained from the
normal condition, the observations are denoted by an index vector ® = [1,2, ..., n];

‘ I e 0 . o x
Merge ¢; and ¢; to form a Update the parameters of ¢,y Recompute the MD g |I'..'E'h£‘ELI'I r.',__.‘.md
new cluster iy other clusters for the next iteration

D, =DUD, MD, (¢, .e, )= f(E,.E,)
»° =

N, =N +N, The similarity metric between  two

= " distributions can be derived using the
L'=E§, ']' NN L K |:|a :| covarianee matrices as described in the
R appendices

Fig. 2. Flowchart of the parameter self-adaptive updating scheme.
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Fig. 3. Steps of estimating the threshold value of the similarity metric.

(ii) Conduct bootstrapped Monte Carlo simulation to generate » samples with replacement from the index vector
®, and separate these samples into m parts with 7 = nll, where 7; denotes the number of measurements used to

estimate the parameters of clusters in the leaf nodes described in Section 3.2;

(iii) Construct m clusters using the corresponding observations of the m parts of the index samples in step (ii),
denoted by [cl ,Cay ey cm], and estimate corresponding covariance matrices [21 1D )TN Z,,,] according to Section 3.2;

(iv) Compute the M Dy between each pair of the m clusters according to Section 3.1 and the maximum value is stored;

(v) Repeat steps (ii)-(iv) for a large number (N) of times and sort the maximum values in ascending order, namely
MDllg < MD% <..< MDII;’ , the threshold value is defined as the empirical quantile with a significance level of «:

MDgWEShOId — MDLN(I_O’)] 21

where [#] denotes the smallest integer greater than or equal to 7. For more details about empirical quantile estimator, one can re-
fer to [46].

4. Procedures of the novel damage detection method
The detailed process of the proposed damage detection method is summarized in Fig. 4 and involves the following steps:

(1) Constructing TF vectors based on raw response measurements

9
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Fig. 4. Flowchart of the transmissibility-based damage detection method with agglomerative hierarchical clustering enhanced by multivariate probabilistic distance.

e Acquire N, sets of response measurements of the monitored structure in the time domain;
e Formulate N, TF vectors incorporating responses at all DOFs;

(2)

@3

—

C)

Choose N TF vectors as the training set for selecting the frequency band (Section 3.1.4) and estimating the threshold (Section
3.3). It is worth noting that the training set only contains data from the normal condition in this work.

Agglomerative hierarchical clustering enhanced by multivariate probabilistic distance and function vectorization

Use 7; continuous measurements to form each cluster in the leaf nodes as described in Section 3.2, which will lead to M,

. . N, . . .
clusters in the leaf nodes with M, = n—l”, and estimate the covariance matrices of these clusters;

Calculate the MDj between each pair of clusters in the leaf nodes according to Section 3.1, and construct the initial MDp matrix
with the size of M, X M,,;

Merge the two clusters with minimum MDjy and reassess the parameters of the merged cluster as described in Section 3.2,
M, =M, — 1, then calculate the MDg between each pair of clusters and construct a new MDp matrix;

Repeat the above two steps until M, = 1 and construct the hierarchical dendrogram.

Threshold estimation based on bootstrapped Monte Carlo simulation and empirical quantile

Determine the threshold value of M Dy based on bootstrapped Monte Carlo simulation and empirical quantile estimator with
significance level « using data in the training set as described in Section 3.3;

Establish a constant cutting line to cut the dendrogram at the threshold value.

State discrimination based on the new agglomerative hierarchical clustering algorithm

The threshold value differentiates the variation in MDjg caused by modeling error and measurement noise from that caused by
different damage scenarios. If the MDjp between two clusters exceeds the threshold value, they represent different structure
states; otherwise, the M Dy between these clusters is caused by modeling error and measurement noise and they should be
merged;

10
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e The dendrogram and the cutting line will divide the TF vector samples into several clusters. The cluster containing the training
data represents the normal condition, while other clusters represent different damaged states. It is worth noting that as an
unsupervised method, the proposed method is only able to assign samples to different clusters to indicate that they come from
different structure states. However, it cannot provide explicit definitions for these clusters except for the cluster representing the
normal condition;

e When new TF vector samples are available, the process of constructing the dendrogram is repeated. Then, the dendrogram is
cut using the predetermined threshold value to obtain the damage detection result. It is worth noting that as the bootstrapped
Monte Carlo simulation is robust against data scarcity [45], threshold estimation does not need to be repeated when new data
are observed.

5. Case studies
5.1. Laboratory experiment: A three-story building structure

The AHC-assisted damage detection method is validated via a benchmark experimental result of a three-story building structure
(Fig. 5) conducted by the research group from Los Alamos National Laboratory [47]. This experiment is designed for damage detec-
tion with the presence of EOVs, which is one of the major factors that affect the accuracy of damage detection methods. 17 different
structure states were included in this test and are summarized in Table 1. The linear effects (the alteration in mass and stiffness of cer-
tain floors) introduced in states 2-9 were used to simulate the effect of EOVs, while structural damage was represented by the nonlin-
earity of repeated impact introduced through a bumper mechanism shown in Fig. 5. Different gaps between the column and the
bumper (states 10-17) denoted different damage extents. Four accelerometers were mounted at the center line of the base and each

3rd Floor

Column —*
2nd Floor

1st Floor u m[m.' ' -

Fig. 5. The tested three-story building structure, reproduced from Ref. [47].

Table 1
Details of structure states in the experiment, reproduced from Ref. [47].
Label State Condition Description
State 1 Undamaged Baseline condition
State 2 Undamaged Added mass (1.2 kg) at the base
State 3 Undamaged Added mass (1.2 kg) on the first floor
State 4 Undamaged 87.5% stiffness reduction in column 1BD
State 5 Undamaged 87.5% stiffness reduction in column 1AD and 1BD
State 6 Undamaged 87.5% stiffness reduction in column 2BD
State 7 Undamaged 87.5% stiffness reduction in column 2AD and 2BD
State 8 Undamaged 87.5% stiffness reduction in column 3BD
State 9 Undamaged 87.5% stiffness reduction in column 3AD and 3BD
State 10 Damaged Gap = 0.20 mm
State 11 Damaged Gap = 0.15 mm
State 12 Damaged Gap = 0.13 mm
State 13 Damaged Gap = 0.10 mm
State 14 Damaged Gap = 0.05 mm
State 15 Damaged Gap (0.20 mm) and mass (1.2 kg) at the base
State 16 Damaged Gap (0.20 mm) and mass (1.2 kg) on the first floor
State 17 Damaged Gap (0.10 mm) and mass (1.2 kg) on the first floor

11
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floor to measure the responses while minimizing the torsional effect. 50 measurements were conducted in each state with a sampling
frequency of 320 Hz and a duration of 25.6 s. Therefore, 8192 discrete data points were acquired in each channel in one measure-
ment, and an overall response dataset with the size of 8192 x 4 x 850 was obtained in the experiment. For more details about the labo-
ratory experiment, one can refer to [47].

5.1.1. Correlations among TFs at different degree-of-freedoms

Choose the responses at the base as the reference responses, one can obtain four complex-valued TFs at each frequency point and
thus formulate an eight-dimensional TF vector incorporating the real and imaginary parts of TFs. Fig. 6 presents the pairwise correla-
tion plot of TFs at a certain frequency point, where the correlations among the components of TF vectors can be clearly observed, il-
lustrating an attractive advantage of the proposed damage detection method: the correlations among TFs at different DOFs are incor-
porated in damage detection via the PDF of TF vectors as well as the multivariate Bhattacharyya distance.

5.1.2. Damage detection result

Data from the healthy states (states 1-9) is used as the training set, and the 50 measurements obtained from each
structure state are used to estimate the covariance matrices of the clusters in the leaf nodes as mentioned in Section 3.2.
The threshold value is estimated via bootstrapped Monte Carlo simulation [45] in combination with empirical quantile
[46] to establish the cutting line of the hierarchical dendrogram as described in Section 3.3. Fig. 7 displays the his-
togram of M Dy samples obtained from 1000 times bootstrapped Monte Carlo simulation, where the threshold is de-
fined using empirical quantile with a significance level ¢ = 5% as it is commonly used in statistical applications [46].

Fig. 8 presents the dendrogram as well as the cutting line of the proposed AHC framework, and the damage detection result of
the proposed method is shown in Fig. 9. According to these figures, one can conclude that the proposed method creates five clusters
to partition the TF vectors and each damage scenario introduced in this experiment is detected. Cluster 1 contains data from states
1-9, and thus denote the healthy state. Cluster 2 contains states 10, 15 and 16, which are damaged states with the lowest damage
extent (0.20 mm Gap) according to Table 1. Meanwhile, there are three clusters accounting for other states with higher damage ex-
tent. States 12, 13 and 17 have similar damage extents and are assigned to one cluster, while state 11 (0.15 mm Gap) and state 14
(0.05 mm Gap) form individual clusters. Compared to traditional novelty detectors, the AHC-based damage detection method pro-
vides the similarity between each pair of structure states investigated and results in a number of clusters to account for different
damage scenarios, which would help further analysis of the detected structural anomalies [16]. Moreover, the proposed method re-
tains the flexibility to be conducted in a semi-supervised or supervised manner. For example, if the label of state 10 is known a pri-
ori, it could be concluded that states 10, 15, 16 are damaged states with 0.20 mm Gap.
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Fig. 6. Pairwise correlation plot of TFs at a certain frequency point.
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Fig. 8. Dendrogram and cutting line of the proposed agglomerative hierarchical clustering framework of the building structure.
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Fig. 9. Damage detection result of the building structure using the proposed method.

To investigate the sensitivity of the proposed method to measurement noise, the original dataset is artificially contaminated by
normally distributed noise with different equivalent noise levels (1%-10%), following the method described in [48]. The performance
of the proposed method under different noise levels is evaluated using the false positive rate (FPR), false negative rate (FNR), and ac-
curacy (Acc), as presented in Table 2. It can be found that each damage state is successfully detected by the proposed method under a
noise level of no more than 5%. When the noise level exceeds 6%, both the FPR and FNR increase with higher noise levels, resulting
from misclassifying the states with the lowest damage extent (states 10, 15, 16) and states with the highest EOVs (states 5, 7, 9). Nev-
ertheless, the proposed method maintains a high damage detection accuracy even when including large noise magnitudes in the re-
sponse, which demonstrates its robustness against measurement noise.
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Table 2
Damage detection results of the proposed method under different noise levels.
Noise Level (%) FPR (%) FNR (%) Acc (%)
1 0 0 100
2 0 0 100
3 0 0 100
4 0 0 100
5 0 0 100
6 11.11 0 94.12
7 11.11 12.50 88.24
8 11.11 37.50 76.47
9 22.22 37.50 70.59
10 22.22 37.50 70.59

5.1.3. Effect of the function vectorization scheme

Apart from performance, the computational efficiency is also vitally significant for SHM system since methods requiring substan-
tial computational resources would not be affordable in many applications. In this work, a function vectorization scheme is intro-
duced to accelerate the data fusion process. To validate the effectiveness of the function vectorization scheme, the Dj values over the

frequency band [wkl s wb] are incorporated to formulate Dg‘l’kﬂ as described in Egs. (17)-(18). Then, the magnitude of Dl[;kl‘kﬂ is used

as the similarity metric MDj of the proposed method as described in Eq. (12), and the proposed method runs based on the vectoriza-
tion scheme with matrix-wise operations. For comparison, the proposed method is repeated using element-wise operations based on
the MDp that integrates the D values over the same frequency band. The element-wise operations conduct (k, — k; ) loops to calculate

each Djp value in DZ[;“""Z] separately without vectorization. The proposed method runs multiple times based on MDg that integrates Dp

values over different frequency bands, both with and without vectorization, in order to evaluate the performance of the vectorization
scheme across different frequency band widths. The computational costs for both scenarios are recorded and compared: With the vec-
torization scheme, the computational costs of the proposed method considering frequency bands containing 10, 100, 500, 1000,
2000, 3000, and 4000 frequency points are 1.22's, 11.00 s, 55.77 s, 114.82 s, 247.81 s, 424.92 s, and 604.25 s, respectively. In con-
trast, without the vectorization scheme, the computational costs are 1.15 s, 11.60 s, 63.41 s, 137.99 s, 349.66 s, 697.24 s, and
1113.03 s, respectively. To present the effect of the function vectorization scheme more intuitively, the improvement percentages
with respect to different frequency bands are calculated and shown in Fig. 10. Based on these results, it can be concluded that the ef-
fect of the vectorization scheme significantly improves with the increase of incorporated frequency points: When considering only 10
frequency points, the running time is slightly longer with the vectorization scheme than without vectorization (1.22 s with vectoriza-
tion compared to 1.15 s without vectorization). However, when considering a broad frequency band containing 4000 frequency
points, the running time decreases by approximately 500 s with the implementation of vectorization compared to without it (604.25 s
with vectorization versus 1113.03 s without vectorization), which corresponds to a percentage increase in efficiency of over 45%.
Therefore, the function vectorization scheme facilitates the application of the proposed damage detection method, especially when
integrating information over a broad frequency band.

5.2. Field test: Z-24 bridge

5.2.1. Structure description

To further investigate the proposed method, another benchmark dataset obtained from a field test of Z24 bridge [49], which has
become a test-bed for many damage detection methods, is adopted in this work for performance analysis. This dataset contains
roughly one-year monitoring data of Z24 bridge under healthy conditions, whereas a progressive damage test was conducted in the
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Fig. 10. Running times of the proposed method with respect to different widths of frequency bands.
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last month of the monitoring period. The specific damage scenarios introduced in the damage test are summarized in Table 3. For
more details about the monitoring process and the damage test, one can refer to [49-51]. The first five eigenfrequencies of the bridge
deck are widely adopted as damage-sensitive features [52,53]. However, difficulty arises from distinguishing structural anomaly re-
sults from structural damage and that caused by changes in environmental conditions (primarily temperature), which would stiffen
the deck asphalt and thus increase the natural frequencies. Another challenge is that certain damage scenarios, such as the spalling of
concrete and landslides, have been reported to have negligible effect on bending stiffness and hence were not considered in the origi-
nal paper [49], which illustrates the demand of more sensitive damage detection methods.

5.2.2. Damage detection result

Since the Z24 bridge dataset contains sequential measurements collected every hour, each subset composed of one-day data is
used to estimate the covariance matrices of clusters in leaf nodes, which results in 235 clusters in leaf nodes with the first 197 repre-
senting the normal condition, and the other 38 representing different damage scenarios. The data from the first 80 days (about 40% of
normal condition data) are used as the training set. The dendrogram, as well as the cutting line, created via the proposed method is
shown in Fig. 11. From these figures, one can find that nine clusters are created via the proposed method, including one cluster (red)
containing all training data (Fig. 11a), two clusters (green and blue) containing the majority of damage data (Fig. 11b), and other six
isolated clusters (Fig. 11c). From a damage detection perspective, one can conclude that the red cluster represents the normal condi-
tion, while the green and blue clusters denote two major damage scenarios, and each isolated cluster indicates an individual damaged
state. Therefore, it can be found that there are 1 false negative indication and 18 false positive indications. All of the false positives
come from the end of the monitoring period (Day 177 to Day 197), which could be caused by the long-term drift in the normal condi-
tion that leads to the alteration of the distribution of TF vectors [16]. All damage scenarios, including those with little effect on bend-
ing stiffness, are successfully detected, which demonstrates the sensitivity of the proposed method to structural damage. However,
these introduced damage scenarios are not completely differentiated by the proposed method via distinct clusters, which could result
from the lack of damage information in the training phase: As an unsupervised method, the proposed method only uses data from the
normal condition to form the training set and estimate the threshold value. Then, the dendrogram is cut by a constant cutting line at
the threshold value, which incorporates an implicit assumption that different damage scenarios can be differentiated using this
threshold. However, as data from damaged states are not included in the training set, some factors that could affect the similarity be-
tween clusters and exist exclusively in certain damage scenarios but are absent in the training set, might not be properly accommo-
dated by this threshold. As a result, data from these damage scenarios do not result in individual clusters. Another potential limitation
of the proposed method is that the number of clusters is not determined in a fully automatic manner since it relies on an artificially in-
troduced threshold value. This subjectivity is an inherent limitation of hierarchical clustering, which might limit the application of
the proposed method. These problems mentioned in the above will be left as future endeavors.

5.2.3. Comparative study

Despite the reliable and reasonable results of the proposed damage detection method, it is important to compare it with some
state-of-the-art techniques. The GMM clustering is one of the most widely used probabilistic techniques for feature classification or
damage detection [18,54]. Therefore, the GMM-based damage detection method introduced in [18] is included in the comparative
study. In addition, three other well-known novelty detectors, namely the MSD-based method [7], the singular value decomposition
(SVD)-based method [55], and the principal component analysis (PCA)-based method [18], are also included in the comparative
study to illustrate the performance of the proposed method. For all the compared damage detection methods, the TF vectors are esti-
mated using the measurements obtained each day. Then, the average of TF vectors over the selected frequency band is adopted as
damage-sensitive features, which results in 235 samples totally for damage detection. The first 197 samples come from the normal

Table 3

Details of the introduced damage scenarios [49].

Date (1998) Damage scenario
04-08 Reference condition I
09-08 Installation of pier settlement system
10-08 Lowering of pier, 20 mm
12-08 Lowering of pier, 40 mm
17-08 Lowering of pier, 80 mm
18-08 Lowering of pier, 95 mm
19-08 Lifting of pier, tilt of foundation
20-08 Reference condition II
25-08 Spalling of concrete at soffit, 12 m2
26-08 Spalling of concrete at soffit, 24 m2
27-08 Landslide of 1 m at abutment
31-08 Failure of concrete hinge
02-09 Failure of 2 anchor heads
03-09 Failure of 4 anchor heads
07-09 Rupture of 2 out of 16 tendons
08-09 Rupture of 4 out of 16 tendons
09-09 Rupture of 6 out of 16 tendons
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Fig. 11. Dendrogram and cutting line of the Z24 bridge dataset: (a) the cluster denoting the healthy state; (b) two clusters containing the majority of damage data; (c)
six isolated clusters.

condition, while the last 38 samples are from the damage test. The first 80 samples from the normal condition are used as the training
set (same as the proposed method). For the GMM-based method, the number of components in GMM is determined using the Bayesian
information criterion (BIC), while the threshold value for damage detection is defined at a significance level of 5%, as described in
[18]. Fig. 12 presents the variation of BIC values with respect to different numbers of components, and the optimal number is deter-
mined to be 5. For the MSD-based method, the threshold is determined using the Monte Carlo method introduced in [7], while for the
other two methods, the thresholds are defined by the 95% cut-off value over the training data as described in [55]. Besides, the num-
ber of principal components (PCs) in the PCA-based method is determined to make the cumulative percentage of the variance reach
80% as advised in [56]. The damage detection results of the four compared methods are shown in Fig. 13, from which one can con-
clude that false positive indications caused by long-term drift are also observed at the end of the monitoring period for these damage
detection methods. All the compared methods exhibit lower sensitivity to damage than the proposed method, and thus result in more
false negative indications. For the GMM-, MSD-, SVD-, and PCA-based methods, the number of false positive indications are 24, 12, 8,
and 18, respectively, while the false negatives are 7, 13, 19, and 10, respectively.
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Fig. 13. Damage detection results of the compared methods (DI denotes the damage indicator): (a) the GMM-based method; (b) the MSD-based method; (c) the SVD-

based method; (d) the PCA-based method.
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To provide a more intuitive comparison of the performance of these methods, the true positive rate (TPR), FPR, true negative rate
(TNR), FNR, and Acc corresponding to the damage detection results are calculated to construct the confusion matrices. Fig. 14 pre-
sents a schematic diagram of the confusion matrix containing the abovementioned parameters, while the confusion matrices corre-
sponding to the damage detection results are shown in Fig. 15. Additionally, the balanced accuracy (BA) [57], which is defined as the
average of TPR and TNR, is also computed for performance analysis. The BA values for the proposed method and the compared meth-
ods on the Z24 bridge dataset are as follows: 94.11% for the proposed method, 84.69% for the GMM-based method, 79.84% for the
MSD-based method, 72.96% for the SVD-based method, and 82.27% for the PCA-based method. The rationale of using BA is that the
724 bridge dataset is highly imbalanced (the amount of data from the normal condition is approximately five times that of data from
damaged states) and thus damage detectors might take advantage of good prediction on the majority class (normal condition) to
achieve a high conventional accuracy [57].

It can be observed in Fig. 15 that the proposed method exhibits an accuracy slightly higher than that of the four compared meth-
ods. However, the difference in BA is more significant than that in Acc, which demonstrates that these compared methods benefit
from good prediction on the normal condition data. Therefore, BA is more appropriate to analyze the performance of damage detec-
tors on this imbalanced dataset. The SVD-based method has the lowest FPR (4.06%) but the highest FNR (50%), which could result
from the lack of sensitivity in high-dimensional spaces due to its reliance on Euclidean distance metric [16]. The MSD- and PCA-
based methods exhibit better performance than the SVD-based method, but they also suffer from false negative indications, which
could be caused by the implicit Gaussian assumption involved in MSD that fails to capture the statistical properties of TF vectors prop-
erly. The GMM-based method models the structural features using a mixture of Gaussian distributions to accommodate the uncertain-
ties involved in damage detection in a probabilistic manner, and thus leads to a better damage detection result compared to others.
However, it is worth noting that the GMM-based method is still influenced by the Gaussian assumption of TF vectors. Compared to
these damage detection techniques, the proposed method adopts the complex Gaussian ratio distribution to capture the probabilistic
properties of TF vectors in a more appropriate manner and employs the approximated Dp to quantify the similarity between distribu-
tions of TF vectors, which would be more robust against uncertainties than using deterministic distances. In addition, the proposed
method incorporates bootstrapped Monte Carlo simulation to distinguish the modelling error and measurement noise from the
changes in distributions of TF vectors, and thus lead to a more reasonable threshold. As a result, the proposed method exhibits better
performance than these compared methods, especially in terms of false negatives.

6. Conclusion

This work introduces a methodology that incorporates TF vector and agglomerative hierarchical clustering for structural damage
detection, aiming at utilizing the advantage of TF that is sensitive to damage and insensitive to excitation as well as the advantage of
AHC that do not require prespecifying the number of clusters. Considering the limitation of conventional deterministic distance-based
AHC that ignores the distribution of structural features, the multivariate Bhattacharyya distance is adopted to accounted for the un-
certainty and correlation of multiple TFs based on the theoretical findings of multivariate complex-valued Gaussian ratio distribution
of TF vectors. Based on Laplace’s asymptotic expansion, an analytically tractable approximation of Dy is efficiently derived without
assorting to high-dimensional numerical integration, and the Dp values over a selected frequency band are fused to formulate the sim-
ilarity metric in the AHC framework. To accelerate the data fusion process, a function vectorization scheme is adopted to avoid the
time-consuming loop operations. In addition, a parameter self-adaptive updating scheme is proposed as the linkage criterion, while a
threshold is established via bootstrapped Monte Carlo simulation combined with an empirical quantile estimator to cut the dendro-
gram and obtain the damage detection result. Two case studies, including a laboratory experiment and a field test, are adopted to vali-
date the performance of the proposed damage detection method, demonstrating that the proposed method exhibits better perfor-
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TP-true positive; FN-false negative

Healthy Damaged TN-true negative; FP-false positive
Actual class

Fig. 14. Schematic diagram of the confusion matrix.
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Fig. 15. Confusion matrices corresponding to the damage detection results of different methods: (a) the proposed method; (b) the GMM-based method; (c¢) the MSD-
based method; (d) the SVD-based method; (e) the PCA-based method.

mance and robustness compared to damage detectors based on deterministic distance, which results from adopting probabilistic dis-
tance accommodating the uncertainty and correlation.
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Appendix A:. Global maximumny*

According to Eq. (9), the approximated Bhattacharyya distance is given by:

Ilo _l
DB(py(n),p;’(n))w—ln ((2n)7 p, (1) pd (| H (1) > (A1)

. . ) T, 717
where 7* is the global maximum of the integrand 1/p, (mp¢ (n). Assume 7= [(um) () ]2(;10—1)><1 and

L=p, mp! @), then it has:

om om0 _Om

oty 0ty 07y, o

L O1x(a,-1) O1x(n,-1)
% — a7y ) 97,2 — E(no—l)x(no—l) 0(11,,—1))((110—1) (A2)
ot : S : 015(n,-1) 01(n,-1)

. . . . o o
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The global maximum ¢* could be derived by solving g—f_ = 0 as expressed in Eq. (A3). Accordingly, n* could be ob-
tained by back substitution:

[ a,,] 70 [, mypi @) L, A3
ot on

According to Eq. (3) and Eq. (5), Eq. (A3) could be expressed as:

] et o) (=] [Tzd )

ot

=0 (A4

2
2n,—2 Zd

i

which is the same as:
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070.
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Based on matrix calculus, it can be derived that:
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=[S ][5 ] s g

Therefore, Eq. (A5) could be rewritten as:
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Use matrix blocking method to divide

f_l + (i_l )T] and [i;l + (i;l )T] into submatrices:
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where @, and b, (n = 1,2,3,4) are scalars; 2, and b, are column vectors with the size of 1 x (n, — 1); a’, and b’,, are
row vectors with the size of (n, — 1) X 1; A, and B, are matrices with the size of (1, — 1) X (1, — 1). Therefore, substitut-

ing Eq. (A8) and 5 = [1, (u”‘)r, 0, (uS)T] ! into Eq. (A7), assume , — ”Ti_l,l and ¢ = ;fi;lq, then it has:
T a\T T o\ T
1 [ # A (0) 4 Ay () } ol [bn + B, (u®)" + B, (u%) ] _ [0] (A9)
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Noting that ¢ = [(u”‘)r, (uSj )T] , hence Eq. (A9) could be rewritten as:

2N R S R

- +- T=—- - = A10
<P [A3 A4l g [Bs By (A10)
Since P and ¢ depend on 7, Eq. (A10) is a matrix equation in the form of M (7)-7 = N (7). The numerical solution of

the equation, namely the global maximum z*, could be derived via an iterative algorithm, and thus n* is obtained ac-
cordingly.

Appendix B:. Hessian matrix/ (1)

H (n) is the Hessian matrix of f () = —1In (, /p, (M) p‘;’ (n)) which could be expressed as:

0%1n ( py (mp? (ﬂ)) 1 0*1In [p, ()]

1
H =|— =|—= —_—
) onon® 2" omoq’ 2

0*In [p;’ (n)]

Bl
oo (B1)

According to Eq. (3), for the healthy state, it has:
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Similarly, for the possibly damaged state, one has:
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Based on Eq. (B2) and Eq. (B3), Eq. (B1) could be rewritten as:
=l a=INT ~=1 a-INT ol geNT
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H)=-2 — -—
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Therefore, according to Egs. (A1) to (A10) and Egs. (B1) to (B4), the Laplacian approximation of D between distributions of TF
vectors under the healthy state and a possibly damaged state can be derived analytically, which avoids high-dimensional numerical
integration and thus significantly improves the efficiency and feasibility of the proposed damage detection algorithm.
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