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Nonlinear Backstepping Controller for an
Underactuated ASV With Model Parametric

Uncertainty: Design and Experimental Validation
Joel Reis , Wei Xie , Member, IEEE, David Cabecinhas , and Carlos Silvestre , Senior Member, IEEE

Abstract—In this article, we tackle the problem of path following
control of an underactuated autonomous surface vehicle in the pres-
ence of external disturbances and model parametric uncertainty.
Using the conventional Lyapunov-based backstepping technique,
we derive a nonlinear control law to determine a vectored actuation
composed of a thrust direction and a thrust force that is bounded
with respect to the position error. The model’s linear and angular
hydrodynamic damping terms are assumed to be known with
uncertainty, while the external disturbances are fully unknown.
The errors stemming from both the model parametric uncertainty
and the exogenous disturbances are compensated by a couple of
bounded integral actions which, when embedded into the control
law, help rendering the origin of the error system a global attractor.
The proposed strategy is validated by a set of simulation results,
with its efficacy and robustness further demonstrated through a
set of experimental trials using a fully autonomous instrumented
surface craft.

Index Terms—Underactuated autonomous vehicles, robust
nonlinear control, model parametric uncertainty.

I. INTRODUCTION

THE continued development of autonomous surface vehi-
cles (ASVs) has been driven by an imposition to reduce
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both mission costs and operational risks, which is invariably
attained by removing humans from the scene. This notwithstand-
ing, the ceaseless technological advances in the fields of batteries
and low-cost inertial and positioning sensors have made ASVs
more affordable, and simultaneously more versatile. This steady
trend has expanded ASVs’ range of applications and, conse-
quently, brought them closer to interdisciplinary fields [1]. How-
ever, as claimed in the brief historical overview of unmanned
surface crafts presented in [2], despite the proliferation of proven
ASV prototypes, the market is yet to see an influx of these marine
autonomous robots. This might be due to the downside of the
many special challenges that exist in marine environments that
are not present in ground and aerial robotics [3], meaning that
ASVs remain the target of an active and in-depth, practical and
theoretical research.

One of the key purposes of ASVs is to safely automatize the
monitoring of marine environments. Collecting relevant data,
e.g., bathymetric charts, water quality profiles, reports on struc-
tural damages to underwater tunnels and pillars, etc., requires
the vehicle to follow, sometimes repeatedly, a predetermined
curve with high accuracy. Among a vast literature on trajectory
tracking and path following, the reader is referred to [4], [5], [6],
[7], [8], [9], and the references therein.

Some approaches to solve the problem of path following
draw inspiration from ocean navigators, who intuitively resort to
line-of-sight (LOS) for guidance purposes. See, e.g., [10], [11]
and [12], where the authors present LOS algorithms for navi-
gation of autonomous underactuated vehicles. In particular, the
solution in [11] is capable of canceling the effects of constant en-
vironmental disturbances, such as ocean currents. Similarly, [12]
combines an ocean current observer and a controller based on
a LOS-like guidance by considering a global parameterization
of the general curved path. Compensating the constant bias of
environmental disturbances is also addressed in [13], where inte-
gral actions are added to the controller. For further more general
methodologies that employ neural networks and reinforcement
learning please refer, e.g., to [14], [15] and the references therein.

Over the years, the multifaceted Lyapunov theory found its
way into several branches of robotics, in particular, nonlinear
control of autonomous vehicles. In the recent work [16], a sur-
face vessel subject to unknown disturbances caused by current,
waves and wind is controlled by an algorithm based on a new
barrier Lyapunov function that is designed for the error to not
exceed a prescribed constraint. In [17], the control objective is
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to reach and closely follow a pre-specified trajectory, operating
in an environment perturbed by currents and waves; therein, the
authors propose a control scheme based on the interaction of
guidance laws synthesized by Lyapunov techniques and a high
order sliding mode control approach based on the Super Twisting
Algorithm. In [9], a change of coordinates, which is not standard
for the input–output feedback linearizing approach, is presented
that helps to obtain a transformed model where the ocean current
affects the system at the level of the linear external dynamics and
can be compensated by a simple integral action.

The motivation for this research is shared by virtually all
control applications for marine crafts: to design robust con-
trollers that can handle unmodeled/incomplete dynamics. The
handbook [18] offers an extensive overview on how to analyze
and design kinematic and dynamic models for surface and
underwater vehicles.

However, any mathematical model is ultimately an approxi-
mation of reality. Furthermore, an accurate identification of the
model’s physical parameters, e.g., hydrodynamic drag/damping
coefficients, is quite a challenging task.

II. RELATED WORK

There are two paradigms of parameter identification: online
and offline. The work in [19] discusses some of the caveats
associated with the latter. In [20], parameters are identified using
a least squares support vector machine, which is widely used in
identification of ship hydrodynamic coefficients. In [21], the
parameters of the proposed adaptive near-optimal control laws
are updated in a real-time manner without the need for an offline
training. In [22], the uncertainties of dynamics are compensated
by using a robust adaptive radial basis function neural network.
Similarly, [23] also introduces neural networks in the control
algorithm to reject the influence of uncertainties, with the lack
of knowledge about the plant nonlinearities being lessened by
offline training of the neural networks to the unknown nonlin-
earities in advance. Without considering external disturbances,
the strategy proposed in [24] uses integral concurrent learning
to render a closed loop system globally exponentially stable
with exponential identification of the unknown parameters on-
line without persistence of excitation. However, the achieved
performance level, in simulation, lags behind the required one
in most of the missions which ASVs are designed for. In [4],
the authors propose a multi-estimator-based supervisory control
architecture to handle model parametric uncertainty, but without
considering external disturbances.

In previous work by the authors [25], the problem of trajectory
tracking using an underactuated ASV was addressed consid-
ering external disturbances. The contributions of this paper
may be summarized as follows: i) both external disturbances
and model parametric uncertainty are considered whose impact
is counteracted resorting to bounded integral action; ii) this
action is embedded into a control law, bounded with respect
to the position error, that is derived using the conventional
Lyapunov-based backstepping technique, rendering the origin
of the resulting error system a global attractor; iii) we analyze

the stability of the vessel’s zero dynamics, an overlooked issue in
most of the related literature; iv) we present a Monte Carlo study
to support the theoretical findings resulting from the analysis of
the vessel’s zero dynamics; v) our path following control strategy
is validated by an extensive set of simulations, and experimental
results obtained using an instrumented ASV operating in a lake
in the presence of wind and water currents.

A. Notation

Throughout this paper, bold symbols stand for multidimen-
sional variables. The n-dimensional Euclidean space is rep-
resented by Rn. The symbol I denotes the identity matrix
of appropriate dimensions. A function f is of class Cn if its
derivatives f,′ f,′′ . . . , f (n) exist and are continuous. Given a
vector x ∈ Rn: i) its norm is defined as ‖x‖ =

√
xTx, where

the superscript (·)T denotes the transpose operator; ii) its esti-
mate/approximation is denoted by x̂; and iii) its corresponding
error/deviation is defined as x̃ := x− x̂. The binary operator �
represents the Hadamard (element-wise) product. The operator
diag(x) returns a square matrix with the elements of x along
the main diagonal. The trace of a matrix is denoted by tr(·).
The operators min(·) and max(·) return the smallest and largest
values, respectively, of their operands. The two-dimensional
matrix skew operator is denoted by S = [0, −1; 1, 0] ∈ R2×2.
The special orthogonal group of order two is denoted by
SO(2) := {X ∈ R2×2 : XXT = XTX = I, det(X) = 1}. Fi-
nally, for convenience, u1, u2 ∈ R2 are orthonormal vectors
defined as u1 := [1, 0]T and u2 := [0, 1]T.

III. PROBLEM FORMULATION

A. ASV Dynamic Modeling

Consider an underactuated ASV modeled as a rigid body of
mass m > 0 subjected to constant inertial forces and torques.
The source of these disturbances can be attributed, e.g., to water
currents and wind. Let us choose two frames: an inertial one
denoted by {I}, and a body-fixed one, denoted by {B}, whose
origin coincides with the vessel’s center of mass.

Let p(t) ∈ R2 denote the inertial coordinates of the vehicle’s
center of mass, and letψ(t) ∈ [−π, π]denote its orientation. The
ASV’s linear and angular velocities, both expressed in {B}, are
represented by v(t) ∈ R2 and by r(t) ∈ R, respectively. The
kinematics describing the ASV’s motion thus follows as{

ṗ(t) = R(t)v(t), (1a)

Ṙ(t) = r(t)R(t)S, (1b)

where R(t) ∈ SO(2) is the rotation matrix from {B} to
{I}. When parameterized by ψ(t), we can write R(ψ) =
[cos(ψ), − sin(ψ); sin(ψ), cos(ψ)].

Consider now that the ASV is actuated by a vectored thrust
force T(t) ∈ R2 that produces a torque τ(t) ∈ R because the
force is not applied to the center of gravity. As for the vehi-
cle’s physical constants, let Xu̇, Yv̇ ∈ R denote added masses,
dl ∈ R2 anddr ∈ R denote positive linear damping coefficients,
and, finally, let dq ∈ R2 and dr|r| ∈ R denote positive quadratic
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Fig. 1. Coordinate systems and stylized sketch of the ASV.

damping coefficients1. The ASV’s dynamic equations can thus
be written as⎧⎪⎨
⎪⎩

Mv̇(t) = − (r(t)SM+Dl)v(t)−Dqv(t)� |v(t)|
+T(t) +RT(t)Ibv (2a)

Jṙ(t) = −drr(t)− dr|r|r(t)|r(t)|+ τ(t) + br, (2b)

where M := diag(m−Xu̇, m− Yv̇) ∈ R2×2 is a positive def-
inite mass matrix, Dl := diag(dl) ∈ R2×2, Dq := diag(dq) ∈
R2×2, J ∈ R is the rotational inertia moment about the z axis,
and where Ibv ∈ R2 and br ∈ R denote external disturbances.

Assuming the ASV equipped with a clockwise and a counter-
clockwise propeller, and both propellers working at the same
rotational speed, the angle of the thrust vector, denoted by
φ(t) ∈ [−π/2, π/2], is changed by using the motor angle. It
follows, based on Fig. 1, that

T(t) = T (t) [cos(φ(t)), sin(φ(t))]T and

τ(t) = −T (t) sin(φ(t))� = −uT
2T(t)�,

where T (t) = ‖T(t)‖ is the force generated by the propellers
and � is the torque arm length. Note that the function which
maps the set (φ(t), T (t)) onto T(t) is a bijection, meaning that
working on either set is equivalent.

In this work, we assume that the external disturbances Ibv

and br are unknown, while realistically the model parameters
are known with uncertainty.

By construction, the physical parameters are positive. More-
over, thanks to preliminary model identifications, we have a
rough estimate of their magnitude and weight relative to one
another. In other words, each model parameter can be expressed
as the sum of a known term together with a variable conveying a
bounded uncertainty. Hence, let us gather the linear and angular
uncertainties and the external disturbances into single (unknown

1The hydrodynamic parameters and added mass terms are based on the
dynamic models described in [18].

and constant) vectors as

θv : =
[
θT
l θT

q
IbT

v

]T
∈ R6 and θr :

=
[
θr θr|r| br

]T
∈ R3.

Likewise, let

φ̄v : =
[
d̄T
l d̄T

q 0
]T

∈ R6 and φ̄r :

=
[
d̄r d̄r|r| 0

]T
∈ R3

be (known and constant) vectors containing our own estimates
of the model parameters. As result, the dynamic model (2) can
be rewritten compactly as{

v̇(t) = −r(t)M−1SMv(t)−Φv(v,R)φv +M−1T(t)
ṙ(t) = −uT

2T(t)�/J −Φr(r)φr,

where

Φv(v,R) := M−1

⎡
⎢⎣ diag(v(t))

diag(v(t)� |v(t)|)
−R(t)

⎤
⎥⎦
T

∈ R2×6,

Φr(r) := J−1 [r(t), r(t)|r(t)|, −1] ∈ R1×3, 3 (4)

and, finally, where

φv := φ̄v + θv andφr := φ̄r + θr.

B. Problem Statement

Consider a reference trajectory described by a parameterized
curve pd(γ) ∈ R2 that is of class at least C2, and whose time
derivatives are all bounded, given a certain speed profile γ(t).
Our control objective consists in designing a control law for
both T (t) and φ(t), i.e., T(t), that ensures convergence of a
fixed point in the vehicle’s body frame, given by δ = [δx, 0]

T ∈
R2, with δx > 0, to the neighborhood of the desired trajectory
pd(γ) with an arbitrarily small position error given by ‖p(t)−
pd(γ) +R(t)δ‖. Informally, this can be seen as if a virtual
vehicle is pulling the ASV like a trailer.

IV. PATH FOLLOWING CONTROLLER DESIGN

Inspired by [4], let us define the first state of our error system,
i.e., the position error, expressed in {I}, as

z1(t) := p(t)− pd(γ) +R(t)δ ∈ R2. (5)

Consider now the first candidate Lyapunov function given by

V1(z1) := κmax

[√
‖z1(t)‖2 + 1− 1

]
,

where κmax is a positive scalar. Using (1a) and (5), the time
derivative of V1(z1) follows as

d

dt
V1(z1) =

[
RT(t)σ(z1)

]T [
v(t)−RT(t)ṗd(γ) + r(t)Sδ

]
,

(6)

Authorized licensed use limited to: b-on: Universidade de Lisboa Reitoria. Downloaded on June 24,2023 at 07:45:17 UTC from IEEE Xplore.  Restrictions apply. 



REIS et al.: NONLINEAR BACKSTEPPING CONTROLLER FOR AN UNDERACTUATED ASV 2517

where σ(z1) : R2 → R2 is a saturation function defined as

σ(z1) := κmax
z1(t)√‖z1(t)‖2 + 1

. (7)

From (7), we can write down the following partial derivative,
which will be useful in the sequel:

∂σ(z1)

∂z1
=

κmax√‖z1(t)‖2 + 1

[
I− σ(z1)σ

T(z1)

κ2max

]
.

As result, the time derivative of σ(z1), also useful in the sequel,
follows, from (1a) and (5), as

d

dt
σ(z1) =

∂σ(z1)

∂z1
[R(t)v(t)− ṗd(γ) + r(t)R(t)Sδ] .

Let Z1(z1) : R2 → R be a positive definite function defined as

Z1(z1) := k1‖σ(z1)‖2.
On the right-hand side of (6), proceed to add and subtract
Z1(z1). After rearranging its elements, (6) can be rewritten as

d

dt
V1(z1) = −Z1(z1) +

[
RT(t)σ(z1)

]T
z2(t),

where z2(t) ∈ R2 is the second, and last state of our error
system, this time expressed in {B}, and defined as

z2(t) := v(t)−RT(t)ṗd(γ) + k1R
T(t)σ(z1) + r(t)Sδ, (8)

Adopting the backstepping approach, define a new candidate
Lyapunov function as

V2(z1, z2) := V1(z1) +
1

2
zT2 (t)Mz2(t). (9)

In turn, the time derivative of (9), after straightforward algebraic
manipulations, can be written as

d

dt
V2(z1, z2) = − Z2(z1, z2)

+ zT2 (t) {−r(t)SMv(t)

+
(
I− �/JMSδuT

2

)
T(t) + k2z2(t)

+MSRT(t)ṗd(γ)r(t)−MRT(t)p̈d(γ)

+ k1MRT(t)
d

dt
σ(z1)

+ [I− k1r(t)MS]RT(t)σ(z1)

−MΦv(v,R)
(
φ̄v + θv

)
− MSδΦr(r)

(
φ̄r + θr

)}
, (10)

where, for positive scalar k2, the positive definite function
Z2(z1, z2) : R2 × R2 → R is defined as

Z2(z1, z2) := Z1(z1) + k2‖z2(t)‖2.
The introduction of Z2(z1, z2) will be useful to demonstrate

the controller’s global convergence properties.
We cannot includeT(t),θv andθr in the control laws for they

represent unknown quantities. In this work, however, the purpose
is not to estimate precisely the model parametric uncertainties or

the external disturbances, but rather to show that the controller
is robust to them. Our strategy will thus consist in introducing an
integral action to help the controller eliminate offsets associated
with θv and θr.

Assumption 1: The model parametric uncertainties and the
external disturbances are unknown, constant, and bounded, sat-
isfying ‖θv‖ ≤ ζv and ‖θr‖ ≤ ζr, for known ζv, ζr > 0.

This assumption is reasonable in a practical sense: the energy
of dynamical systems is limited.

Consider the decompositions

θv = θ̂v(t) + θ̃v(t) and θr = θ̂r(t) + θ̃r(t),

where both constant vectors, i.e., θv and θr, are split up into
two time-varying components to be defined in the sequel with
the help of a third candidate Lyapunov function given by

V3(θ̃v, θ̃r, z1, z2) := V2(z1, z2)

+
1

2
θ̃
T

v(t)Λ
−1
v θ̃v(t) +

1

2
θ̃
T

r (t)Λ
−1
r θ̃r(t). (11)

The time derivative of (11), according to (10), follows as

d

dt
V3(θ̃v, θ̃r, z1, z2) = −Z2(z1, z2)

+ zT2 (t)
{−r(t)SMv(t)+

(
I− �/JMSδuT

2

)
T(t) + k2z2(t)

+MSRT(t)ṗd(γ)r(t)−MRT(t)p̈d(γ)

+ k1MRT(t)
d

dt
σ(z1) + (I− k1r(t)MS)RT(t)σ(z1)+

−MΦv(v,R)
[
φ̄v + θ̂v(t)

]
−MSδΦr(r)

[
φ̄r + θ̂r(t)

]}
− θ̃

T

v(t)
[
ΦT

v(v,R)Mz2(t) + Λ−1
v

˙̂
θv(t)

]
− θ̃

T

r (t)
[
−ΦT

r (r)δ
TSMz2(t) + Λ−1

r
˙̂
θr(t)

]
, (12)

where we used the fact that ˙̃
θv(t) = − ˙̂

θv(t) and ˙̃
θr(t) =

− ˙̂
θr(t).
Aiming at rendering the derivative of V3 negative definite,

we implement an integral action to cancel the terms multiplying
θ̃v(t) and θ̃r(t). According to (12), we set

˙̂
θv(t) = −ΛvΦ

T
v(v,R)Mz2(t) (13)

and
˙̂
θr(t) = ΛrΦ

T
r (r)δ

TSMz2(t). (14)

In spite of Assumption 1 holding, a straightforward implemen-
tation of the integral action given by (13) and (14) can lead to
the windup phenomenon, which results in excess overshooting
of the accumulated errors. Therefore, to ensure that both integral
terms remain below pre-determined bounds, a smooth projection
operator is employed, adapted from the work in [26]. Start
by considering the compact convex set Ω := {x : ‖x‖ ≤ ζx},
where ζx > 0 is known. The projection operator is given by

Proj(m, x̂) = m− η1η2

2 (ε2 + 2εζx)
n+1 ζ2x

x̂, (15)
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Fig. 2. Control flow diagram.

where x̂ corresponds to an approximation of x, m is a known
variable of class Cn, ε is an arbitrary positive constant and

η1 =

{(
x̂Tx̂− ζ2x

)n+1
, if x̂Tx̂− ζ2x > 0

0, otherwise

η2 = x̂Tm+

√
(x̂Tm)

2
+ ε2,

with ε > 0 being another arbitrary constant. If the initial value
x̂(0) ∈ Ω, then, for x̃ := x− x̂ ∈ R2, the projector has the
following properties (cf. [26, Theorem 1]):

1) ‖x̂(t)‖ ≤ ζx + ε ∀t ≥ 0;
2) x̃T Proj(m, x̂) ≥ x̃Tm;
3) ‖Proj(m, x̂)‖ ≤ ‖m‖[1 + ( ζx+ε

ζx
)2] + ε ζx+ε

2ζ2
x

;
4) Proj(m, x̂) if of class Cn.
Hence, by applying the projector (15) to the integral actions

(13) and (14), we obtain

˙̂
θv(t) = −Λv Proj(Φ

T
v(v,R)Mz2(t), θ̂v(t)) (16)

and
˙̂
θr(t) = Λr Proj(Φ

T
r (r)δ

TSMz2(t), θ̂r(t)). (17)

In order for the above properties to be valid, we choose the initial
conditions of (16) and (17) to be such that ‖θ̂v(0)‖ ≤ ζv and
‖θ̂r(0)‖ ≤ ζr, as suggested by Assumption 1.

Finally, from (12), we set T(t) such that

T(t) =
[
I−MSδuT

2 �/J
]−1

h(t), (18)

with

h(t) := r(t)SMv(t) +MRT(t)p̈d(γ)−MSRT(t)ṗd(γ)r(t)

−k2z2(t)−k1MRT(t)
d

dt
σ(z1)−[I− k1r(t)MS]RT(t)σ(z1)

+MΦv(v,R)
[
φ̄v + θ̂v(t)

]
+MSδΦr(r)

[
φ̄r + θ̂r(t)

]
.

Using the Sherman–Morrison formula, it follows that

[
I−MSδuT

2 �/J
]−1

= I+
MSδ�

J − uT
2MSδ�

uT
2 . (19)

The condition for invertibility in (19) is thus given by

J − uT
2MSδ� �= 0 ⇒ δx �= J

� (m− Yv̇)
> 0. (20)

A depiction of the control-flow diagram is shown in Fig. 2.
The convergence properties of the proposed solution for the

problem of path following of an ASV in the presence of model

parametric uncertainties and external disturbances are stated in
the following theorem.

Theorem 1: Consider the ASV dynamic model described by
the kinematics (1) and the dynamics (2), and suppose that both
Assumption 1 and condition (20) hold. Then, given a reference
trajectory pd(γ) of class at least C2, the control law (18) renders
the origin of the error system (z1(t), z2(t)), given by (5) and
(8), a global attractor in the presence of parametric uncertainty
and constant external disturbances.

Proof: Start by recalling the Lyapunov function given by (11),
and further recall its derivative, given by (12). According to the
Property 2) of the projection operator (15), one has

−θ̃
T

v(t)
[
ΦT

v (v,R)Mz2(t) + Λ−1
v

˙̂
θv(t)

]
≤ 0

and

−θ̃
T

r (t)
[
−ΦT

r (r)δ
TSMz2(t) + Λ−1

r
˙̂
θr(t)

]
≤ 0.

Moreover, based on Property 1), the results of the projection
operator are bounded for all t ≥ 0. Then, using the control law
(18) and the bounded integral actions (16) and (17), it follows
from (11) that

d

dt
V3(θ̃v, θ̃r, z1, z2) = −Z2(z1, z2)

= −k1‖σ(z1)‖2 − k2‖z2‖2.
We proceed now to calculate time-independent lower and

upper bounds for V3. Notice immediately that, by construction,
V3(θ̃v, θ̃r, z1, z2) ≥ V1(z1). Then, from (11), we have that

V3(θ̃v, θ̃r, z1, z2) ≤ V2(z1, z2) +
‖θ̃v(t)‖2
2min(Λv)

+
‖θ̃r(t)‖2
2min(Λr)

.

According to Assumption 1 and to the Property 1) of the
projector (15), it must be

‖θ̃v(t)‖ ≤ ‖θv(t)‖+ ‖θ̂v(t)‖ ≤ ζv + ζv + ε = 2ζv + ε.

Likewise, ‖θ̃r(t)‖ ≤ 2ζr + ε. This allows us to conclude that

V3(θ̃v, θ̃r, z1, z2) ≤ V2(z1, z2) +
(2ζv + ε)2

2min(Λv)
+

(2ζr + ε)2

2min(Λr)
.

Consider now three auxiliary continuous positive definite
functions defined as

W1(z1) := V1(z1),

W2(z1, z2) := V2(z1, z2) +
(2ζv + ε)2

2min(Λv)
+

(2ζr + ε)2

2min(Λr)
, and

W (z1, z2) := k1‖σ(z1)‖2 + k2‖z2‖2.
Therefore, we can write down the system of inequalities:

W1(z1) ≤ V3(θ̃v, θ̃r, z1, z2) ≤W2(z1, z2)

d

dt
V3(θ̃v, θ̃r, z1, z2) ≤ −W (z1, z2).

Notice thatW1(z1) is radially unbounded. Moreover, straight-
forward algebraic manipulations show that, for (z1(t), z2(t)) =
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0, the derivative of z1(t) is identically zero, therefore bounded
for all t ≥ 0. In turn, we have, also for (z1(t), z2(t)) = 0, that

ż2(t) = −Φv(v,R)θ̃v(t)− SδΦr(r)θ̃r(t),

where all variables involved are bounded2. We have thus laid
down the necessary conditions to invoke [27, Theorem 8.4],
which states that, under all the above outcomes, and for any pair
(z1(0), z2(0)) ∈ R4, the error system (z1(t), z2(t)) is bounded
and satisfies W (z1, z2) → 0 as t → ∞, which implies z1 → 0
and z2 → 0 as t→ ∞. This concludes the proof.3 �

Remark 1: Theorem 1 proves that the system errors con-
verge globally to zero, regardless of parametric uncertainties
and exogenous disturbances, which are compensated by the
integrators included in the control law. This robust strategy
is markedly advantageous for systems which are difficult to
identify rigorously, or for systems whose model may slightly
change upon installing additional sensors or other devices, as
is the case of marine robots. In case of time-varying external
disturbances, the asymptotic stability guarantees give place to
uniformly ultimately bounded errors.

Remark 2: There is nothing imposing the need for a priori
information about the model parameters. In other words, our
own approximations φ̄v and φ̄r can be zero, and so do the initial
conditions of both (16) and (17), i.e., θ̂v(0) and φ̂r(0).

V. ZERO DYNAMICS

The zero dynamics of a system can be interpreted as the
resultant internal dynamics when suitable initial conditions and
control inputs are applied to maintain the outputs zero for all
time [28]. With this definition in mind, we understand how
critical it is to investigate the stability of the zero dynamics
when, in particular for this work, the controller (18) has driven
the system error (z1(t), z2(t)) to zero.

The following analysis will provide us a deeper insight into
the ASV’s behavior.

A. Stability Analysis

Start by setting z1(t) and z2(t) to zero, which, according to
(5) and (8), yields a kinematics subsystem whose equations are
given by p(t) = pd(γ)−R(t)δ and

v(t) = RT(t)ṗd(γ)− r(t)Sδ. (21)

Accordingly, h(t) in the control law (18) simplifies down to

h(t) := r(t)SMv(t)−MSRT(t)ṗd(γ)r(t) +MRT(t)p̈d(γ)

+MΦv(v,R)
(
φ̄v + θ̂

∗
v

)
+MSδΦr(r)

(
φ̄r + θ̂

∗
r

)
,

(22)

2Please refer to Section V for a rigorous proof of this claim.
3An alternative proof of Theorem 1 can be done resorting directly to Barbalat’s

lemma. We preferred this approach for the sake of simplicity, in the sense that
we avoid having to compute the second derivative of V3(t, z1, z2) to show that
V̇3(t, z1, z2) is uniformly continuous.

where θ̂
∗
v and θ̂

∗
r are auxiliary variables holding the steady-state

values of the integral action (16) and (17), respectively4. Finally,
the ASV’s zero dynamics angular velocity is governed by the
following differential equation:

ṙ(t) = − �

J − (m− Yv̇)δx�
uT
2h(t)−Φr(r)φr. (23)

Notice that, under the condition in (20), (23) is always
well-defined. Expressing (21) component-wise, given v(t) =
[u(t), v(t)]T and recalling that δ = [δx, 0]

T, results in{
u(t)= uT

1R
T(t)ṗd(γ)

v(t)= vd(t)− r(t)δx
, (24)

where vd(t) := uT
2R

T(t)ṗd(γ). As ṗd(γ) is bounded for all t ≥
0, it follows that u(t) and vd(t) are bounded for all t ≥ 0 as
well. It remains to be checked the boundedness of both the sway
motion v(t) and the angular velocity r(t).

Take the derivative of v(t), written as

v̇(t) = −u(t)vd(t)
δx

+
u(t)v(t)

δx
+ uT

2R
T(t)p̈d(γ)− ṙ(t)δx.

(25)
From (23), and based on (4), we can write

ṙ(t)δx = βuT
2h(t)δx − dr

J
(vd(t)− v(t)) +

brδx
J

− dr|r|
Jδx

(vd(t)− v(t))|vd(t)− v(t)|, (26)

with β := −�/(J − (m− Yv̇)δx�). Next, long but straightfor-
ward algebraic manipulations allow us to write, based on (22),

uT
2h(t) = uT

2MRT(t)p̈d(γ)− uT
2R

T(t)Ib∗
v − δx(m− Yv̇)b

∗
r

J

+

[
u(t)(Yv̇ −Xu̇)

δx
+
(m− Yv̇)d

∗
r

J

]
(vd(t)− v(t))+uT

2d
∗
l v(t)

+
(m− Yv̇)d

∗
r|r|

Jδx
(vd(t)−v(t))|vd(t)− v(t)|+ uT

2d
∗
qv(t)|v(t)|,

(27)

where the terms with superscript (·)∗ correspond to the respec-
tive steady-state values associated with the integral actions (16)
and (17). Substituting (27) and (26) in (25) yields

v̇(t) = α0(t) + αv(t)v(t)− βδxu
T
2d

∗
qv(t)|v(t)|

+

(
dr|r|
δxJ

−
β(m− Yv̇)d

∗
r|r|

J

)

× (vd(t)− v(t))|vd(t)− v(t)|, (28)

where α0(t) ∈ R is the coefficient of degree zero, with respect
to v(t), defined as

α0(t) := − u(t)vd(t)

δx
+ uT

2R
T(t)p̈d(γ)− brδx

J
+
dr
J
vd(t)

4Note that, because z1(t) and z2(t) are zero, ˙̂θv(t) and ˙̂
θr(t), as given by

(16) and (17), are also zero.
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Fig. 3. Relationship between lowest δx and ratio μ.

− βδx
{
uT
2MRT(t)

[
p̈d(γ)− Ib∗

v

]
+

(m−Yv̇)
J

[d∗rvd(t)−δxb∗r]
}

− βu(t)(Yv̇ −Xu̇)vd(t),

and where αv(t) ∈ R is the coefficient of degree 1, with respect
to v(t), defined as

αv(t) :=
u(t)

δx
− dr
J
−βδx

[
uT
2d

∗
l

− (m− Yv̇)d
∗
r

J
− u(t)(Yv̇ −Xu̇)

δx

]
.

In order for v(t) to be bounded, the coefficient in the dominant
term in (28), i.e., v(t)|v(t)|, should be negative. Following some
algebraic manipulations, we shall thus guarantee that

�JuT
2d

∗
qδ

2
x − (m− Yv̇)�(d

∗
r|r| − dr|r|)δx − Jdr|r|

Jδx [J − (m− Yv̇)�δx]
< 0. (29)

The inequality in (29) is satisfied for a positive numerator and
negative denominator, and vice versa. Since δx > 0, the case
when the denominator is positive and the numerator is negative
leads to very small values for δx, less than a few centimeters,
which causes the system to perform poorly.

For positive numerator and negative denominator, we start by
noting that, typically, d∗

q and d∗r|r| do not converge to the bound;
they will settle close to the actual values. Hence, for analysis pur-
poses only, suppose that d∗

q = μdq and d∗r|r| = μdr|r|, for some
μ > 0. Empirical evidence and extensive simulations suggest
that worst-case values for μ lie in the region between 1.5 and
2, which corresponds to an overcompensating integral action.
By selecting μ ∈ [1.5, 2], we can then compute a conservative
lower bound for δx in function ofμ that satisfies (29). The results
are displayed in Fig. 3, given different values of uT

2dq and dr|r|;
other physical constants are identical to the ones listed in Table I.
Ultimately, we set δx > 2 m.

Finally, with v(t) bounded, we conclude from (24) that r(t)
is also bounded. Therefore, with condition (29) holding, in
particular, for δx > 2 m, the system’s zero dynamics is stable.

TABLE I
ASV PHYSICAL PARAMETERS

Fig. 4. Time evolution of r(t) sequences.

B. Monte Carlo Simulation

The equations in (21) and (23) describe the motion of the ASV
when the system errors remain identically zero. In the previous
analysis, we have ascertained that, when errors are zero, the
dynamics in (23) is stable, which guarantees boundedness of
v(t) and, therefore, boundedness of all system variables.

We shall now resort to the Monte Carlo method to illustrate
what happens to r(t) under different initial conditions for ψ(0)
and r(0). At the same time, we will confirm that there are no
error leakages, i.e., that z1(t) and z2(t) indeed remain zero for
all time, as suggested by Theorem 1.

Our Monte Carlo, implemented in MATLAB, considers ψ(0)
ranging in the interval [−180, 180] (deg) with steps of 2 degrees,
and r(0) ranging in the interval [−60, 60] (deg/s) with steps of
2 degrees per second. This results in 11041 simulation runs.
Each simulation is then carried out for 3 minutes. The details
of the Monte Carlo simulation, including the desired trajectory,
and ASV physical model, are identical to the ones reported in
Section VI-B.

Fig. 4 displays the time evolution of the 11041 sequences
of r(t). After roughly around 30 seconds, all sequences have
converged into a single one. This confirms the absence of erratic
behaviors in the zero dynamics, which corroborates the claim
that (23) is stable.

To further confirm that both z1(t) and z2(t) remain identically
zero for all t ≥ 0, we can compute their corresponding maximum
values for each of the 11041 Monte Carlo runs and then verify
that these maxima are zero within the tolerances of the ODE
solver and unavoidable numerical errors due to the use of floating
point numbers. Figs. 5 and 6 display the maximum values of
z1 and z2 against each respective pair of initial conditions
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Fig. 5. Maximum value of ‖z1‖.

Fig. 6. Maximum value of ‖z2‖.

(ψ(0), r(0)). From the surface plots we conclude that the mag-
nitude of the errors remain below 4× 10−12 for z1 and below
1.4× 10−10 for z2, for all t ≥ 0, which is in accordance with
the statement of Theorem 1.

VI. COMPUTER SIMULATION OF PATH FOLLOWING CONTROL

A. Speed Profile

The development of a desired speed profile γ̇(t) is now
presented as a preparation for the simulations and experiments.

Define a bump functionΨ : R → R, smooth, of class C∞, and
of compact support, as

Ψ(s) :=

⎧⎪⎨
⎪⎩

1, |s| < ξ1
1
2 tanh

(
− λ(|s|)

1−λ2(|s|)
)
+ 1

2 , ξ1 ≤ |s| < ξ2

0, ξ2 ≤ |s|
,

where λ(|s|) = 2|s|−(ξ1+ξ2)
ξ2−ξ1

, with ξ2 > ξ1 > 0. We then define
the desired speed profile in function of the position error as

γ̇(t) := Vd(t)Ψ (‖z1(t)‖) , (30)

where Vd(t) is a function designed to meet certain control
requirements, e.g., a constant speed profile.

B. Setup

Consider a reference trajectory in the form of a Lissajous
curve, with ratio 3/2 and phase angle π/2, described by the

TABLE II
CONTROL GAINS USED IN THE SIMULATIONS

following parametric position vector:

pd(γ) = 30
[
sin
(
3γ(t) + π

2

)
, sin (2γ(t))

]T
(m), (31)

with γ(t) ∈ R computed from (30), and where

Vd(t) := 2

∥∥∥∥∂pd(γ)

∂γ

∥∥∥∥
−1

. (32)

Note that by choosing this type of curve we ensure the refer-
ence speed to be constant, more specifically, ‖ṗd(γ)‖ = 2 m/s
for all t ≥ 0.

A comparison study was carried out between the pro-
posed methodology and four other different but related strate-
gies, including a conventional backstepping approach and the
three methodologies reported in [4], [7] and [9]. For this
study, the external disturbances are characterized by a Brow-
nian motion governed by the following differential equa-
tions: I ḃv(t) = [−Ibv(t) + 1200wIbv

(t)]/10, and ḃr(t) =
[−br(t) + 600wbr (t)]/10, wherewIbv

∈ R2 andwbr ∈ R cor-
respond to zero-mean white Gaussian noise sequences. In an-
other study, solely conducted for validation purposes, the val-
ues of the disturbances were set, in view of (2), to Ibv =
[3.33, 6.66]T (N) and br = −0.08 (N·m).

The vehicle’s constant physical parameters that were em-
ployed in the simulations are shown in Table I. The vari-
ables corresponding to the partly known information were set
to φ̄v = [0.6dT

l , 0.55d
T
q ,0]

T and φ̄r = [0.75dr, 0.8dr|r|, 0]T in
both studies. These represent an underestimation of the model
parameters and a total lack of knowledge regarding the distur-
bances. In turn, the initial values of the integral terms expressed
by (16) and (17) were set to θ̂v(0) = [0.06dT

l , 0.055d
T
q ,0]

T

and θ̂r(0) = [0.075dr, 0.08dr|r|, 0]T, respectively. The initial
position of the vessel was set to p(0) = [32,−2]T m and the
initial orientation to ψ(0) = 0 degrees.

The list of gains used in the simulations is shown in Table II.
Regarding the bump function in (30), we set ξ2 = 10 m and
ξ1 = 3 m.

The controller, including the integral effect, and the ASV’s
dynamic model were implemented in a continuous-time frame-
work using the Runge-Kutta method with a variable time step.
The solutions of all the differential equations involved were
obtained using the MATLAB solver ode45 for a time span of
5 minutes.

Remark 3: The gains Λv and Λr affect primarily the conver-
gence time of the integral actions in (16) and (17); they should be
kept lower in practice to avoid abrupt, potentially destabilizing,
maneuvers of the vessel. The gain κmax adjusts the limits of
the saturation function (7). Finally, the gains k1 and k2 affect
the convergence of the position and velocity errors. In practice,
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Fig. 7. Top view of desired and actual trajectories. Squares and stars mark the
start and end points, respectively, of each trajectory.

Fig. 8. Comparison study: norm-evolution of the position error. Zoom in view
shown on right subplot.

these last three scalar gains should be higher than in simulation
to compensate for the slower evolution of the integral actions,
but not to high in order to avoid saturation of the actuators.

C. Simulation Results

Fig. 7 displays the desired and actual trajectories of the
comparison study. Notice that this maneuver is quite demanding
in terms of torque actuation, especially because describing sharp
turns at constant speed require large angular velocities, and
subjects the vessel to large centrifugal forces.

Fig. 8 shows the norm-evolution of position error for the five
methodologies. The controller proposed in [4] was not designed
to tackle external disturbances. Therefore, as expected, this
controller is the worse among the batch, ultimately serving the
purpose of demonstrating how crucial it is to always address

Fig. 9. Evolution of the error variables in a scenario without integral action.
Zoom in view shown on right subplot.

Fig. 10. Thrust actuation vs. speed profile.

external disturbance rejection in control of autonomous vehi-
cles. The work reported in [9] assumes that the hydrodynamic
damping is linear, which is not the case for the model presented
above, also resulting in poorer performance. The reference tra-
jectory, in view of its constant speed profile, is quite demanding,
especially during the sharp turns, where all controllers struggle
to maintain the desired constant speed while performing the
maneuver, resulting in a sudden increase of the position error.
This effect can be seen in Fig. 8 at the 0.6, 1.4, 2.5, 3.2, and 4.4
minute marks. The proposed controller is consistently the one
with lower position error both in the straight sections and in the
tight curves.

Fig. 9 showcases individual resulting errors when the integral
action of the proposed controller is switched off, in a scenario
with constant disturbances and larger initial position error. We
doubled the values ofk1 andk2 in order to alleviate the steep drop
in performance, thus making the comparison fairer. Still, the po-
sition error is approximately one order of magnitude larger than
its counterpart illustrated in Fig. 8. If we continued increasing
k1 and k2, we would see slightly smaller errors (although never
as small as those attained with integral action), at the expense of
an increasingly higher thrust force actuation, eventually defying
the ASV’s physical limitations.

Figs. 10 through 13 correspond to validation simulation re-
sults of the proposed method in a scenario with constant external
disturbances. Fig. 10 showcases the combined thrust produced
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Fig. 11. Motor angle θ(t) vs. angular velocity r(t).

Fig. 12. Integral compensation for model parametric uncertainty.

Fig. 13. Integral compensation for external disturbances.

by the motors along with the resulting speed profile. One can
observe bumps and small variations in thrust, which are a con-
sequence of the ASV trying to counteract the influence of the
exogenous disturbances, as well as performing sharp turns. The
controller is nonetheless able to maintain for the most part a
practically constant speed of 2 m/s, as per design requirement.

The motor angle φ(t) is displayed in Fig. 11 along with the
evolution of the ASV’s angular velocity.

Finally, the plots in Figs. 12 and 13 illustrate the evolution
of the integral compensation associated with the model para-
metric uncertainty and the external disturbances, respectively.
In both figures, the dashed lines indicate, for reference only, the
corresponding actual constant values.

Fig. 14. Surface vessel Q-Boat 1800P used for operations on a lake at the
University of Macau.

Fig. 15. Surface vessel Q-Boat 1800P motors.

VII. LAKE TRIALS USING AN AUTONOMOUS

SURFACE VEHICLE

A. The Testbed

The final instrumented ASV used in the experiments is shown
in Fig. 14. For a full account of the experimental setup, please
refer to [25].

The ASV motors, which are shown in Fig. 15, are current-
controlled DC-motors with a maximum angle of ±60 degrees,
and can produce a combined thrust of up to 200 N.

The model parameters used in the experiments are identical
to the ones listed in Table I.

B. Experimental Results

The Q-Boat ASV was programmed to describe a parameter-
ized curve identical to the curve outlined by equations (31) and
(32). The overall sampling rate in the experiments was set to
50 Hz. The 4th order Runge–Kutta method was employed to
compute the solutions of the integral actions.

Table III lists the control gains, which were empirically tuned
for the best performance.

Fig. 16 displays the desired and actual trajectories. Notice that,
for the entirety of the maneuver, the vehicle remains very close to
the desired position. This is further confirmed by the steady-state
mean and standard deviation of the position error, computed for
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TABLE III
CONTROL GAINS USED IN THE EXPERIMENTS

Fig. 16. Top view of desired and actual trajectories. Squares and stars mark
the start and end points, respectively, of each trajectory.

Fig. 17. Evolution of the error variables. Zoom in view shown on right subplot.

t ≥ 180 seconds, of around 16.62 cm and 12.62 mm, respec-
tively, which attests the good performance of the path following
control application.

In all remaining figures, the transient period is noticeable for
around 1.5 minutes. During this time, the controller is more
reactive due to integral action more volatile in nature.

Fig. 17 shows simultaneously the norm-evolution of the two
error variables z1(t) and z2(t). Similar to the simulations, here
z2(t) is also relatively larger than z1(t). It’s important to recall

Fig. 18. Thrust actuation vs. speed profile.

Fig. 19. Motor angle vs. angular velocity.

Fig. 20. Integral action compensation for exogenous disturbances.

that z2(t), by definition (8), has a term which is proportional to
σ(z1), which causes these larger deviations.

Fig. 18 showcases the combined thrust produced by the
motors along with the resulting speed profile. Once again, the
small variations in thrust are a consequence of the ASV trying
to perform the sharp turns and counteracting the influence of
the exogenous disturbances. This notwithstanding, the controller
in the experiments is also able to maintain for the most part a
practically constant speed of 2 (m/s).

In turn, the motor angle is displayed in Fig. 19 along with the
evolution of the ASV’s angular velocity.

The evolution of the compensation for exogenous distur-
bances is shown in Fig. 20. We emphasize that this compensation
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Fig. 21. Integral action compensation for model parametric uncertainty: linear
and angular hydrodynamic damping terms.

does not represent an estimation. The compensation is the result
of an integral action. Nevertheless, it’s particularly obvious that
the ASV’s linear an angular motion is affected by existing
exogenous disturbances, which, as witnessed during the trials,
were caused by a constant and significant wind flow, generating
small waves, as well as by lake currents.

Finally, the evolution of the compensations for linear and
angular hydrodynamic damping terms is shown in Fig. 21.

We emphasize that, according to (18), as well as to the
properties of projector (15), and in light of the zero dynamics
analysis carried out in Section V, the actuation is theoretically
bounded. By tweaking of the control gains, specifically the ones
listed in Table III, we can make sure the magnitude of the thrust
and torque remains below some predetermined values.

VIII. CONCLUSION

This paper presented the development of a stabilizing control
law, bounded with respect to the position error, for the problem
of path following of an ASV in the presence of model para-
metric uncertainty and exogenous disturbances. The proposed
controller includes integral action to counteract the influence of
the disturbances and parametric uncertainty. The origin of the
resulting error system was shown to be a global attractor, and
the performance of the controller was validated in simulation.
The stability of the zero dynamics was theoretically addressed
and extensively inspected resorting to a Monte Carlo analysis.
Finally, we used an instrumented fully autonomous surface
vehicle in a lake to showcase the performance achieved by
the controller. The results confirm that our strategy is indeed
advantageous for systems which are difficult to identify in a
rigorous manner, as is the case of marine crafts. By using
this controller, preliminary, expensive and often tedious model
identification stages can, to some extent, be disregarded. Future
work will focus on different control strategies, for example,
nonlinear model predictive control, that may be combined with
partial state estimators.
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