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INTRODUCTION

Robots are machines or devices programmed by human 
beings to perform intended tasks (Kurfess,  2004). 
Whereas years ago, robots were mainly seen in indus-
trial automation, these days more and more robots 
are deployed in service domains, such as disaster re-
sponse, to improve the well-being of consumers (United 
Nations, 2002). For example, robots searched for miss-
ing people during 9/11 (Casper & Murphy, 2003), helped 
put out the fire in Notre Dame Cathedral (Holley, 2019), 
and assisted in large-scale disaster rescue and recovery 
(Boyette, 2015). Appendix A provides examples of disas-
ter response robots in various consumer safety domains.

The coronavirus pandemic further accelerated the de-
ployment of robots worldwide (Shen et al.,  2021; Yang 
et al.,  2020) and increased public interest in these ro-
bots. News stories about robots in the COVID-19 battle, 

providing assistance from disease prevention to clinical 
and nonclinical care, appeared in top media outlets such 
as Forbes and The New York Times as well as social media 
(see Appendix B for examples). While consumers show 
high interest in news stories about disaster response ro-
bots, it remains unknown whether reading about robots' 
(vs. humans') helping behaviors will induce positive or 
negative responses from consumers.

Recent research on service robots and our 
examination

Recent research has examined consumers' responses 
to service robots (vs. humans) across various domains, 
including health care (Hudson et al.,  2017; Longoni 
et al., 2019), education (Fernández-Llamas et al., 2018), 
retail (Garvey et al.,  2021; Granulo et al.,  2021), and 
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Abstract
Hurricanes, wildfires, pandemics, and other disasters have taken millions of 
lives in the past few years and caused substantial economic losses. To tackle 
these extraordinary circumstances, governments, organizations, and companies 
seek assistance from both humans and high-technology machines such as robots. 
This research report documents how highlighting robots' (vs. humans') helping 
behaviors in disaster response can affect consumers' prosociality, explores driving 
mechanisms, and tests solutions. Study 1 found that consumers donated fewer 
items of clothing after watching news highlighting robots' (vs. humans') assistance 
in a mudslide disaster. Featuring the COVID-19 pandemic, Study 2 further showed 
that this decrease in prosociality occurred because reading about robots' assistance 
felt less encouraging/inspiring to consumers. Studies 3A-3C (and a supplemental 
study) explored multiple mechanisms and identified a key driver for the backfire 
effect—a lower perception of courage in disaster response robots. Accordingly, 
Study 4 tested three theory-driven solutions to raise the perceived courage in 
robots to increase consumer prosociality.

K E Y W O R D S
disaster response, donation, pandemic, prosociality, robots

 15327663, 0, D
ow

nloaded from
 https://m

yscp.onlinelibrary.w
iley.com

/doi/10.1002/jcpy.1338 by U
niversity O

f M
acau, W

iley O
nline L

ibrary on [27/01/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

www.wileyonlinelibrary.com/journal/jcpy
mailto:﻿
https://orcid.org/0000-0001-5148-6280
https://orcid.org/0000-0002-0279-5199
mailto:fangyuanchen@um.edu.mo
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fjcpy.1338&domain=pdf&date_stamp=2023-01-16


2  |      CHEN and HUANG

catering (Mende et al.,  2019). Interestingly, this grow-
ing research has uncovered mixed, domain-specific ef-
fects, and mechanisms. For example, Fernández-Llamas 
et al. (2018) found that a robot teacher versus a human 
teacher made no difference in students' motivation to 
learn. On the contrary, consumers liked robotic labor 
less than human labor when consuming products with 
high symbolic value (Granulo et al., 2021), and consum-
ers reacted more favorably to an unfair price offer from a 
robotic agent rather than a human agent because of the 
lack of autonomy in robotic agents (Garvey et al., 2021).

Adding to the growing literature, this research report 
investigates consumers' reactions to disaster response ro-
bots. We found that reading about robots' (vs. humans') 
assistance in a variety of disaster domains negatively 
affects consumers' feelings of encouragement/inspira-
tion and their subsequent prosocial contributions. We 
further explored mechanisms that uniquely drive con-
sumers' perceptions in the domain of disaster response. 
Leveraging the driving mechanisms, we tested three 
solutions to help alleviate the backfire effect of disaster 
response robots.

Disaster response robots discourage prosociality

When a disaster happens, consumers' first responses are 
often fear and helplessness (Murphy, 2015). The disaster 
response agents help consumers feel safe again by resolv-
ing the source of the disaster (e.g., putting out a fire), 
providing real-time rescue (e.g., pulling people out of a 
collapsing building), facilitating discovery of solutions 
(e.g., analyzing virus samples), and constructing postdis-
aster remedies (e.g., disinfecting contaminated places). 
These virtuous behaviors can encourage and inspire ob-
servers (Brohmer et al., 2019; Erickson & Abelson, 2012; 
Klein & O'Brien, 2017); importantly, such feeling of en-
couragement/inspiration can become an energizing emo-
tion that motivates the observers to behave prosocially 
(Liang et al., 2016).

There is reason to believe that when the disaster re-
sponse agents are robots (vs. humans), this feeling of 
encouragement and the resulting prosociality can be am-
plified because outstanding abilities of others serve as a 
powerful source of inspiration (Thrash & Elliot, 2004). 
Thus, heroes in classic stories not only rescue people but 
also often possess superior abilities (Franco et al., 2011). 
Given that robots are powered by advanced technolo-
gies and are highly effective (Shen et al., 2021), it is pos-
sible that reading about robots' outstanding abilities to 
quickly put out wildfires or disinfect hospitals during 
a pandemic will encourage viewers to contribute more. 
While we indeed found evidence of this mechanism (i.e., 
perceived technology effectiveness, Study 3), our results 
showed that another force can be even more dominant, 
canceling this positive pathway, and driving consumers 
to feel overall demotivated by disaster response robots: 

the perception of courage—or lack thereof—in disaster 
response robots.

While consumers can feel encouraged and inspired by 
observing others' exceptional abilities in tackling a di-
saster, another important source of encouragement is the 
perceived courage in others' actions (Brohmer et al., 2019; 
Erickson & Abelson,  2012; Klein & O'Brien,  2017). 
Indeed, the word “encourage” originates from old 
French word encoragier, composed of en- (make, put 
in) + corage (courage, heart). Psychologists have con-
verged on three essential components that define cour-
age: (1) autonomy, (2) facing substantial risk or danger, 
and (3) a noble end (Howard & Alipour, 2014; Peterson & 
Seligman, 2004; Rate et al., 2007; Woodard & Pury, 2007; 
Yuan et al., 2021). While robots' assistance in disaster re-
sponse can certainly lead to a noble end, robots lack the 
human-unique capacity of thinking, planning, and ac-
tion control (Botti et al., 2009; Gray et al., 2007; Kulow 
et al.,  2021), and thus their behaviors are perceived as 
lacking autonomy (Garvey et al., 2021). In addition, ro-
bots are less susceptible to harm than humans and thus 
face much less danger when tackling a disaster. Taken to-
gether, we hypothesize that highlighting robots' (instead 
of humans') assistance in disaster response would remove 
the elements of human involvement and human courage 
(i.e., the courage arising from humans' high autonomy 
in facing risk/danger), decreasing consumers' feelings of 
encouragement and thus undermining their prosociality.

Four studies and one supplemental study tested these 
predictions. Detailed stimuli, measures, pretests, and 
supplemental analyses are reported in the MDA. Data 
are available at https://osf.io/sabzm/​?view_only=1e48d​
9ea7b​244f7​c8c07​aaeca​83fb003.

STU DY 1:  M U DSLIDE A N D 
DONATING USED CLOTH ING

Study 1 provides an initial test of our main hypoth-
esis that consumers would be less willing to contribute 
prosocially after reading a news report highlighting ro-
bots' (vs. humans') assistance in disaster response. We 
captured participants' actual donations through a used-
clothing donation drive.

Method

This study followed a one-factor, two-level (featured 
agent: robot vs. human) between-subjects design. 
Two hundred and thirty-nine undergraduate students 
(Mage  =  25.82 years, 23.8% males) at a U.S. university 
completed this study.

The study lasted two weeks and consisted of two parts. 
For the first part, participants completed a 10-min study 
in the laboratory in which they watched a PowerPoint 
news presentation on a mudslide. We used the PowerPoint 
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display to mimic multimedia news formats where dynamic 
visuals accompany narratives. The news presentation de-
scribed the mudslide and reported that teams of robots 
(vs. human workers) had been providing help to the vic-
tims and would continue to support follow-up recovery 
work (MDA A1). After watching the news presentation, 
participants answered a series of filler questions (e.g., 
“How clear was the description of the event?”). There was 
no difference between conditions on these scales.

After participants completed the laboratory study, 
the exit page informed them of a donation drive that the 
laboratory would be conducting in the coming 2 weeks to 
collect used clothing for a local nonprofit organization—
Hope Services—to help disadvantaged families (MDA 
A2). A donation site was set up in front of the laboratory 
on weekdays from 8 a.m. to 5 p.m.; all donated clothing 
was recorded and matched with participants' responses 
and experimental conditions via email address. At the 
end of 2 weeks, 222 items had been collected and donated 
to Hope Services.

Results and discussion

To examine consumer prosociality, we analyzed both 
donation rate and amount. Three outliers with donation 
amount higher than three standard deviations from the 
mean (Meyvis & van Osselaer, 2017) were removed from 
analysis. The three outliers were from the human condi-
tion, including these outliers yielded consistent results. A 
logistic regression of donation decision (0 = not donate, 
1 = donate) on featured agent (0 = human, 1 = robot) re-
vealed that participants in the robot condition were less 
likely to make a donation (2.5%) than those in the human 
condition (11.9%; b = −1.64, SE = 0.65, χ2 = 6.37; p = 0.012). 
The same pattern emerged with the actual number of 
items donated (Mrobot = 0.12, SD = 0.84 vs. Mhuman = 0.68, 
SD = 2.09; b = −1.74, SE = 0.32, χ2 = 30.12, p < 0.001, esti-
mated with negative binomial regression due to signifi-
cant dispersion in items donated [Chen & Berger, 2013]).

The results from this 2-week donation drive demon-
strated that reading about robots' (vs. humans') helping 
behaviors in disaster response led to lower donation con-
tributions. We note that Study 1 enlisted actual disaster 
photos, which were not perfectly comparable across con-
ditions. This left several potential confounds unresolved, 
such as the perception of a team, perceived damage of 
the mudslide, and perceived victim harm. Study 2 reme-
died these concerns.

STU DY 2:  COVID -19 PA N DEM IC 
A N D DRIVING ROLE OF 
FELT ENCOU RAGEM ENT

Study 2 featured several improvements over Study 1. 
First, this study made the human and robot stimuli more 

equivalent. Second, while Study 1 did not have a neutral 
baseline, Study 2 included a disaster-only condition as 
the neutral baseline to shed light on the direction of the 
effect. Third, Study 2 tested whether the reduced feeling 
of encouragement from reading about robots' assistance 
led to lower consumer prosociality. Fourth, Study 2 used 
a different disaster—the COVID-19 pandemic—and 
tested multiple prosocial campaigns.

Method

This study followed a 3 (featured agent: robot-
highlighted vs. human-highlighted vs. disaster-only 
baseline; between-subjects) × 3 (prosocial campaigns; 
within-subjects) mixed design. Due to the stimuli in this 
study, we restricted recruitment to people who lived in 
the United States but not in New York State (which was 
the epicenter of the pandemic at the time the study was 
conducted). Three hundred and seventy-two adults re-
cruited from a U.S. university subject pool completed 
this study online; participants who passed the residence 
prescreening by providing false information (n = 18) were 
removed from analysis, leaving a final validated sample 
of 354 (Mage = 24.23 years, 36.4% males).

Disguised as a study on consumers' thoughts about 
various social issues, participants read a general news 
update about the COVID-19 pandemic. Then partic-
ipants in the robot-highlighted and human-highlighted 
conditions read, “To combat the COVID-19 pandemic, 
many parties, including people and service robots, have 
provided assistance and made contributions. We have 
prepared several news stories for you to read today.” 
Following this general introduction, participants in the 
robot-highlighted (vs. human-highlighted) condition read 
an additional news story about how robot cleaners (vs. 
human cleaners) helped to disinfect hospitals (narra-
tives adapted from actual news reports; see MDA B1). 
This treatment ensured that participants in both con-
ditions were aware of the assistance from robots and 
humans—an accurate depiction of reality and a conser-
vative test for our theory; the only difference was that 
they were randomly assigned to read one specific news 
story in greater depth. After reading the news story, par-
ticipants reported their perceptions of the severity of the 
pandemic and the progress of pandemic relief efforts as 
filler questions. Participants in the disaster-only baseline 
condition did not read about the relief efforts (they read 
only the general news about the pandemic) and directly 
responded to the filler questions (MDA C1 details the 
measures and results).

Next, participants were told to examine three proso-
cial campaigns that needed their attention and help. The 
three campaigns were presented in a randomized order: 
helping senior people with grocery shopping during the 
pandemic, helping under-resourced students receive 
STEM education, and helping reduce marine pollution 
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and protect marine animals (MDA B2). For each cam-
paign, we assessed participants' prosocial intentions 
with three items (“How interested are you in contrib-
uting to this campaign?” “How willing are you to do-
nate to this campaign today?” and “How willing are you 
to sign up to be a volunteer for this campaign today?” 
1  =  not at all, 9  =  very much; αs ≥0.80; Kristofferson 
et al.,  2014; Small & Cryder,  2016). Afterward, partic-
ipants in the robot- and human-highlighted conditions 
were asked to recall the disaster news story and indicate 
their feelings of encouragement using a 3-item scale (“I 
admire / I am encouraged by / I am motivated to do con-
siderate things for other people because of these [robot] 
cleaners that provided assistance and contributions to 
combat COVID-19” α  =  0.82, adapted from Algoe & 
Haidt,  2009). Participants also responded to a series 
of exploratory measures (MDA C2 details the mea-
sures and results). The session ended with demographic 
questions.

Results and discussion

Prosocial intentions

A mixed-ANOVA of featured agent (between-subjects), 
prosocial campaign (within-subjects), and their inter-
action on consumer prosociality revealed a main effect 
of featured agent (F(2, 351) = 5.90, p = 0.003, �2

p
 = 0.03) 

and a main effect of campaign (F(2, 702)  =  34.84, 
p < 0.001, �2

p
 = 0.09). There was no interaction (F(4, 

702) = 0.95, p = 0.43); hence, we pooled participants' re-
sponses to the three campaigns to form a composite 
prosociality score.

Supporting our hypothesis, participants in the robot-
highlighted condition (M  =  4.69, SD  =  1.52) were sig-
nificantly less willing to contribute than those in the 
human-highlighted condition (M  =  5.08, SD  =  1.45) or 
those in the disaster-only baseline condition (M = 5.35, 
SD = 1.45), ps ≤0.047, ds ≥0.26; the latter two conditions 
did not differ statistically (p = 0.16; we will return to this 
point in the General Discussion). Hence, reading a news 
story highlighting service robots demotivated partici-
pants to contribute to prosocial campaigns.

Felt encouragement

Consistent with our hypotheses, participants felt less 
encouraged by the robot cleaners than by human clean-
ers (Ms  =  4.06 (1.33) vs. 5.78 (1.20), F(1, 235)  =  110.147, 
p < 0.001, d = 1.36). A bias-corrected bootstrapping me-
diation analysis (PROCESS, model 4; Hayes, 2017) fur-
ther revealed that the indirect effect of featured agent 
(0 = human, 1 = robot) on consumer prosociality through 
felt encouragement was significant (b  =  −0.48, 95% CI 
[−0.64, −0.33]).

In sum, Study 2 showed that highlighting robots' 
assistance in disaster response decreased consum-
ers' prosocial intentions, compared with highlighting 
humans' assistance or not reading about any relief 
efforts. Consistent with prior research (e.g., Liang 
et al.,  2016), the decrease in prosociality was driven 
by a lowered feeling of encouragement. Study 3 ex-
plored multiple factors that could drive this feeling of 
encouragement.

STU DIES 3A–3C: 
M U LTIPLE DRIVERS OF 
FELT ENCOU RAGEM ENT

As noted earlier, news featuring robots' (vs. humans') as-
sistance in disaster response may be more encouraging/
inspiring due to the high perceived efficacy of robots, 
or less encouraging due to the low autonomy, low risk/
sacrifice, and thus low perceived courage of robots. We 
tested these possibilities across three different disasters 
and response efforts.

Method

Studies 3A–3C (preregistered at https://aspre​dicted.org/
QVB_D95) each followed a one-factor, two-level (fea-
tured agent: robot vs. human) between-subjects design 
with the dependent measure of felt encouragement. A 
total of 150, 149, and 150 Prolific workers completed 
these three studies, respectively. Eight participants who 
answered the location of the disaster event incorrectly 
were removed from analysis as preregistered. The final 
sample sizes were 146, 149, and 146 (Mage = 41.52 years, 
50.3% males).

The procedures of Studies 3A–3C were identical. 
First, participants indicated their age and gender. 
Then, with the study disguised as being on consum-
ers' thoughts on various societal events, participants 
read a news report about a recent disaster (the Notre 
Dame fire and subsequent rebuilding efforts in Study 
3A, the COVID-19 pandemic and hospital cleaning 
efforts in Study 3B, and a Colorado wildfire and res-
cue efforts in Study 3C; MDA D). Afterward, par-
ticipants reported their feeling of encouragement on 
the same scale as used in Study 2 (αs ≥ 0.72). Then, we 
measured several factors that can drive felt encourage-
ment: (1) perceived agent courage (αs ≥ 0.95), (2) per-
ceived agent autonomy (αs ≥ 0.89), (3) perceived risk/
sacrifice (αs ≥ 0.86), (4) perceived effectiveness of tech-
nology (γs ≥ 0.83), and (5) perceived need for humans 
(γs ≥ 0.74; MDA E1 details the mechanism measures). 
These variables were presented in randomized order to 
avoid contamination. The session ended with a recall 
question about the location of the disaster described in 
the news report.
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Results and discussion

Felt encouragement and other perceptions

Replicating the results from Study 2, we again found 
in each study that reading about robots' (vs. humans') 
assistance in a disaster response was less encouraging 
for consumers (ps < 0.001, ds ≥ 0.70). In addition, par-
ticipants perceived robots' (vs. humans') assistance to 
be less autonomous, lower in courage, lower in risk/
sacrifice, and higher in perception of technology ef-
fectiveness (ps < 0.001, ds ≥0.89). Finally, partici-
pants perceived a lower need for human contribution 
after reading about robots' (vs. humans') assistance 
(ps <0.09, ds ≥0.28). Table E1 in MDA E2 presents the 
full statistics.

What drives encouragement?

To investigate what drives the effect of featured agent 
(0 = human, 1 = robot) on felt encouragement, we con-
ducted a mediation analysis (model 4) with perceived 
agent courage, perceived autonomy, perceived risk/sac-
rifice, perceived technology effectiveness, and need for 
humans as parallel mediators. The analysis revealed a 
significant and negative indirect effect via perceived 
agent courage in each study. The analysis also revealed 
a significant and positive indirect effect via perceived 
technology effectiveness in Studies 3A and 3C but not 
in Study 3B. Table E2 in MDA E2 presents the full 
statistics.

To compare the absolute strength of the two sig-
nificant indirect effects (i.e., ignoring the sign), we 
conducted a pairwise comparison using the contrast 
command in the PROCESS macro (Hayes,  2017). 
This analysis showed that the negative indirect effect 
through perceived agent courage was stronger than the 
positive indirect effect through technology (Study 3A: 
b = 0.56, 95% CI: [0.04, 1.04]; Study 3C: b = 0.73, 95% 
CI: [0.05, 1.52]); perceived agent courage thus was the 
stronger driver.

Cross-study meta-analysis

Cross-study meta-analysis that combined these three 
datasets replicated both the significant effect of featured 
agent on felt encouragement (F(1, 435) = 111.37, p < 0.001) 
and the strongest mediating role of perceived agent cour-
age (b = −0.36, p < 0.01).

Given that Studies 3A–3C isolated perceived agent 
courage as the strongest driving mechanism, we con-
ducted a supplemental study to verify the serial media-
tional pathway from reading about the disaster response 
agents (robot vs. human) ➔ perceiving lower courage in 
the robotic agents ➔ feeling less encouraged by these 

agents' actions ➔ lower prosociality; MDA G details the 
methods and the results of this supplemental study.

STU DY 4:  TH REE TH EORY-
DRIVEN SOLUTIONS TO BOOST 
PERCEIVED COU RAGE OF ROBOTS

So far, we have found that because robots are perceived 
as less courageous than humans when assisting in dis-
aster response activities, their assistance is less encour-
aging for consumer prosociality. Based on the three 
dimensions of courage discussed in prior research (i.e., 
autonomy, substantial risk/danger, and a noble end; Rate 
et al., 2007; Woodard & Pury, 2007) and the exploratory 
analyses that validated these dimensions using data in 
Studies 3A–3C (see MDA E3), we hypothesize that an 
increase in perceived agent autonomy or perceived sacri-
fice due to risk could help to make robots' actions seem 
more courageous. Study 4 tested these possibilities. For 
comprehensiveness, Study 4 also tested a hybrid solution 
to lift both perceived autonomy and risk.

Method

This study (preregistered at https://aspre​dicted.org/LB9_
NF1) used a one-factor, four-level (robot news: control 
vs. high-autonomy vs. high-risk vs. hybrid) between-
subjects design. Four hundred and seven participants 
from a university pool completed the study. Participants 
who had participated in prior studies (n =  11) were re-
moved from analysis as preregistered, leaving a final 
sample size of 396 (Mage = 20.99 years, 30.3% males).

Participants first read a news report about the 2021 
Colorado wildfire. The description of the wildfire was 
the same as in Study 3C. Participants read further 
about how firefighting robots helped in this disaster 
response. The high-autonomy condition highlighted 
the autonomy of the robots (autonomous and self-
directed); the high-risk condition highlighted the risk 
and sacrifice faced by the robots (vulnerable to pro-
longed heat); the hybrid condition highlighted both di-
mensions; and finally, the control condition presented 
neutral information about the robots with no auton-
omy or risk manipulation (MDA F1). An independent 
pretest (MDA F2) verified that the autonomy, risk, and 
hybrid interventions successfully increased the per-
ceived courage of robots and did not affect the percep-
tion of technology effectiveness.

Next, participants were given an ostensibly unrelated 
task about how people make decisions. Participants 
imagined that they had 2 h of free time, which they could 
allocate to four activities presented in randomized order 
(adapted from Park et al., 2021; Winterich et al., 2009). 
Two of the activities were for their own benefit, while the 
other two were for the benefit of others; the total amount 
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of time allocated to the two activities benefiting others 
served as an index of consumer prosociality (MDA F3 
and F4 detail the prosociality measure and its pretest).

Results

A one-way ANOVA of condition on participants' proso-
ciality revealed a significant main effect, F(3, 392) = 3.29, 
p  =  0.021, �2

p
 = 0.03. Planned contrasts as preregistered 

further revealed that participants in the three interven-
tion conditions on average displayed greater prosociality 
than those in the control condition (contrast code of [−3, 
1, 1, 1], t(392)  =  2.86, p  =  0.004, d  =  0.33); specifically, 
compared with those in the control condition (M = 41.75, 
SD  =  19.26), participants in the high-autonomy condi-
tion (contrast code of [−1, 1, 0, 0], M = 46.79, SD = 19.36, 
t(392) = 1.79, p = 0.074, d = 0.26), high-risk condition (con-
trast code of [−1, 0, 1, 0], M  =  50.36, SD  =  20.91, 
t(392) = 3.06, p = 0.002, d = 0.43), and hybrid condition 
(contrast code of [−1, 0, 0, 1], M  =  47.75, SD  =  19.38, 
t(392) = 2.15, p = 0.032, d = 0.31) each demonstrated an 
increase in prosociality, with the high-risk condition 
showing the strongest effect.

GEN ERA L DISCUSSION

Over the last two decades, robots have been widely de-
ployed in disaster response to ensure consumer safety. 
Adding to the mixed findings on human-technology in-
teractions in marketing (e.g., Fan et al., 2022; Hoffman 
& Novak, 1998, 2017; Kim & Duhachek, 2020; Longoni 
et al., 2019; Zhang et al., 2022), this research finds that 
virtuous behaviors by robots (vs. humans) in the disaster 
response domain harm consumer prosociality, and that 
perceived lack of courage drives this effect.

Importantly, highlighting robots' autonomy or the 
danger faced by robots can enhance the perceived cour-
age of these robots, resulting in greater consumer pro-
sociality. Future research can explore other means to 
increase consumers' perceptions and prosociality. For 
instance, emphasizing that technology is created by hu-
mans and thus needs continuous human support can 
help to infuse robots with humanlike autonomy and 
sacrifice. In addition, an anthropomorphic robot design 
(e.g., Chen et al., 2022) or a “communal” robot team may 
make robots seem more like humans and thus more cou-
rageous. Building on the consumer-brand-relationship 
theories (Fournier,  1998; Kim & Kramer,  2015), disas-
ter response robots can also “partner” with humans, 
increasing the perceived autonomy and courage of the 
response team as a whole.

Future research is also needed to investigate boundary 
conditions. Past research has shown that people faced 

with enormous devastation tend to feel powerless because 
what one person can contribute is only “a drop in the 
bucket,” which discourages people to help (the pseudo-
inefficacy effect; Västfjäll & Slovic, 2020). In Study 3, we 
found that the increased perception of technology effec-
tiveness in the robot condition produces a positive impact 
on consumers. Future research can investigate how this 
positive perception of technology effectiveness brought 
about by robots can counteract the pseudo-inefficacy ef-
fect and motivate prosocial behaviors.

Finally, we note that humans' virtuous behaviors in 
disaster response did not appear to amplify observers' 
prosociality relative to the baseline in Study 2. We spec-
ulate that this is because human involvement and sac-
rifice are regarded as default when a disaster occurs. 
In addition, to reduce confounds, we used unidentified 
human workers across our studies (no clear faces or 
names were shown). Should we make the human workers 
more identifiable, they might evoke stronger feelings of 
encouragement and inspiration (e.g., Small et al., 2007). 
Future research can dive deeper into consumers' default 
reactions to disaster response; if positive, the task of the 
media is to not disrupt consumer prosociality with mis-
matched news stories, and to feature response robots 
with suitable intervention messages.
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A PPEN DI X A

Selected examples of service robots in hazardous or emergency situations (Presented in chronological order)

News outlet Event News article title Picture of the service robot

National Science 
Foundation

Hurricane Katrina, U.S., 
2005

Small, Unmanned Aircraft 
Search for Survivors in 
Katrina Wreckage

NBC News Oil spill, Gulf of Mexico, 
2010

Underwater Robots Attack 
Spill like Superman

MIT Technology 
Review

Fukushima
nuclear leak, Japan, 2011

Robots to the Rescue in 
Japan

Quartz Boston marathon 
bombings, U.S., 2013

These Are the Robots 
Scouring the U.S. for 
Bombs

The Telegraph Missing airplane MH370, 
Malaysia, 2014

Malaysia Airlines MH370: 
Undersea Robot Hunts 
for Missing Plane

CNN Ebola pandemic, U.S., 2014 Germ-zapping Robot Gigi 
Sets Its Sights on Ebola

New Scientist Fight fires, U.S., 2014 Robot Firefighter Puts Out 
Its First Blaze

DJI Technology Assist in aerial and ground 
search missions for 
people who have gone 
missing, U.S., 2015

DJI Stories - Search and 
Rescue

https://www.youtu​be.com/watch​?v=IbkTz​DchrzE

Jet Propulsion 
Laboratory-
NASA

Disaster response, U.S., 
2016

Researchers Prepare 
RoboSimian for Tasks 
Beyond Disaster 
Response
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News outlet Event News article title Picture of the service robot

The Washington 
Post

Fighting the Notre Dame 
Cathedral fire, France, 
2019

Firefighters Had a Secret 
Weapon When Notre 
Dame Caught Fire: A 
Robot Named ‘Colossus’

https://www.youtu​be.com/watch​?v=6G-79Xpz​
gNc&featu​re=youtu.be

University of 
California, 
Berkeley

Coronavirus pandemic, 
2020

At UC Berkeley's New 
COVID-19 Testing 
Facility, Robots Do the 
Dirty Work

The Conversation Coronavirus pandemic, 
2020

Robots Are Playing Many 
Roles in the Coronavirus 
Crisis—and Offering 
Lessons for Future 
Disasters

A PPEN DI X B

Selected news reports on robots used in the COVID-19 battle (Presented in chronological order)

News outlet Publish date Country of use Article title

Berkeley News March 2020 U.S. UC Berkeley Scientists Spin Up a Robotic COVID-19 
Testing Lab

The Korea Herald March 2020 South Korea Robots Deployed to Help Fight Coronavirus Contagion

Straits Times April 2020 Singapore UV Disinfecting Robots to Be Deployed In Fighting 
COVID-19

World Economic Forum May 2020 Africa How Drones Are Helping to Battle COVID-19 in 
Africa—and Beyond

The New York Times May 2020 U.S. A City Locks Down to Fight Coronavirus, But Robots 
Come and Go

The Guardian November 2020 Japan Japan Shop Deploys Robot to Check People Are 
Wearing Face Masks

Forbes January 2021 U.S. Robots Have Become an Essential Part of the War 
against COVID-19

Franceinfo March 2021 Belgium Easy to Use, Ultra-Efficient: Covid-19 Killer Robots 
Roam the Corridors of Belgian Hospitals

CTV News September 2021 Canada Made-in-Canada Cleaning Robots Increasingly Visible 
amid Pandemic

Science Daily December 2021 U.S. COVID-19 Mobile Robot Could Detect and Tackle 
Social Distancing Breaches

The New York Times February 2022 Mainland China Inside Beijing's Olympic Bubble: Robots, Swabs, and a 
Big Gamble

The New York Times April 2022 U.S. Can Robots Save Nursing Homes?

The Washington Post April 2022 Mainland China Shanghai's COVID Siege: Food Shortages, Talking 
Robots, Starving Animals

WPI News April 2022 U.S. Inspired by Pandemic Needs, Humanoid Nursing 
Robots under Development at WPI Could Help 
Medical Staff Care for Patients

Forbes June 2022 U.S. Robots Play Pivotal Role in Keeping Travel Safe during 
COVID-19 Era
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